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ABSTRACT

In this dissertation, a theoretical model is presented for the binding of flexible ligands to proteins. The model explicitly accounts for the ability of these chain-like molecules to bind in a large number of configurations (including many in which not all segments are in contact with the protein) and therefore is quite different from the theory of multiple equilibria which commonly is used to analyze such interactions. The latter assumes that the ligands bind rigidly to point binding sites, neglecting the internal degrees of freedom of the bound molecules. Comparisons of binding data calculated using the present model with those obtained experimentally indicate that this model, rather than the theory of multiple equilibria, is the appropriate theoretical model for the interactions between flexible ligands and proteins (e.g. the nonspecific binding of substituted alkanes to proteins).

Formally, the model is similar to the statistical-mechanical theories of polymer adsorption at a surface, since the protein surface is represented by a lattice, each site of which binds a single ligand segment. However, the lattice chosen has several features which make it especially suitable for the treatment of protein-ligand interactions. For example, the lattice has been folded over a closed surface by introducing a small number of irregularities in the lattice pattern, and chemically different sites (e.g. sites with ionic, polar,
and nonpolar character) in various arrangements may be included. The binding sites may cover the entire protein surface or only a small part of it. The number of configurations of the bound ligands is determined by counting the possible arrangements on the lattice, regarding the placement of each ligand on the lattice as a Markov process. For chemically homogeneous binding surfaces, an alternative form of the model is possible which does not utilize a lattice for the enumeration of ligand configurations.

The model allows a calculation of parameters which characterize the average configuration of each bound ligand as well as the equilibrium properties of protein-ligand systems, such as the relationship between the free ligand concentration and the average number of ligands bound per protein molecule (which may be compared to an experimental binding isotherm). Furthermore, the dependence of these quantities on the specific characteristics of the ligand and the protein surface may be determined. Among the most important of these results is that flexible ligands bind in configurations with a larger number of desorbed segments as the lattice sites on the protein become saturated. This variation in the average configuration of the bound ligands produces a change in the intrinsic affinity of the protein for the ligand, so that the Scatchard and double-reciprocal plots of binding data never can be expected to be linear for flexible molecules, even when all of the binding sites are chemically identical. For chemically homogeneous systems, the theory of multiple equilibria predicts linearity for such plots since it assumes
an equal intrinsic affinity of the protein for all ligands, an assumption
which is not applicable to flexible molecules. The model predicts bind-
ing data quite similar to those observed experimentally. In fact, it is
found that only the present model which accounts for the flexibility of
the bound ligands can explain the experimental observation that the
strength of binding increases with the chain length of the ligand. Fur-
thermore, the model allows certain correlations to be made between
the chemical nature of the binding region and the general features of
experimental binding data. In particular, the binding data for several
substituted alkanes (long-chain anions) indicate that the binding region
must include a large number of nonpolar sites (which interact with the
hydrocarbon segments of the ligand) as well as ionic sites (which inter-
act with the ionic head group). Finally, the model may be used to illus-
trate the limited nature of the conclusions which may be drawn from
class analyses of binding data according to the theory of multiple equilib-
ria.
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CHAPTER I
INTRODUCTION

Complexes between proteins and small molecules, or ligands, are important in many biological systems. Perhaps the most familiar examples are the highly specific complexes formed between enzymes and their substrates. In addition, many proteins form complexes of a somewhat less specific nature with a variety of small molecules, including the alkanes and their substituted derivatives. In this dissertation, a theoretical model for the interaction of these chain-like molecules with proteins will be presented. It will be seen that the model predicts binding data which are quite similar to those observed experimentally, and more importantly, accounts for several general features of binding data which could not be explained previously or which were interpreted incorrectly.

Protein-ligand interactions commonly have been analyzed using the standard formulae governing multiple equilibria (Klotz, 1953), in which the bound ligands are grouped into classes according to the strength with which they are bound. In the simplest possible case, all of the ligands bind independently and with equal intrinsic binding constants. If a maximum of $M$ ligands is bound, each with an intrinsic association constant $k_{int}$, then the average number of ligands bound per protein molecule, $\bar{N}$, bears a simple relationship to the free ligand concentra-
tion, c (Klotz, 1953)

\[ \tilde{N} = \frac{M k_{\text{int}} c}{1 + k_{\text{int}} c} \]  \hspace{1cm} (I.1)

Furthermore, the equilibrium constants for the binding of successive ligands differ only by a statistical factor which accounts for the different ways of placing the ligands on the protein

\[ k_N = \frac{M - N + 1}{N} k_{\text{int}} \]  \hspace{1cm} (I.2)

where \( k_N \) is the equilibrium constant for the binding of the \( N \)th ligand.

According to equation I.1, the binding isotherms, expressed as \( \tilde{N} \) vs. \( \log c \), will have a symmetrical, sigmoidal shape for single-class binding. The binding equation may be written in two alternative forms

\[ \frac{\tilde{N}}{c} = k_{\text{int}} M - k_{\text{int}} \tilde{N} \]  \hspace{1cm} (I.3)

\[ \frac{1}{\tilde{N}} = \frac{1}{M k_{\text{int}} c} + \frac{1}{M} \]  \hspace{1cm} (I.4)

Thus, plots of \( \tilde{N}/c \) vs. \( \tilde{N} \) and \( 1/\tilde{N} \) vs. \( 1/c \) (the so-called Scatchard and double-reciprocal plots, respectively) will be linear when all ligands bind as one class. Examples of single-class binding data are illustrated in Figure 1.

In experimental studies of protein-ligand interactions, symmetrical binding isotherms (and linear Scatchard and double-reciprocal plots) rarely are obtained (e.g. Figure 32). Such behavior most commonly is explained by assuming that the bound ligands belong to several classes
Figure 1. Graphical presentation of single-class binding data. Top: binding isotherm; center: Scatchard plot; bottom: double-reciprocal plot. All curves were generated for a hypothetical protein with ten binding sites (M=10), each with an intrinsic association constant of $5 \times 10^5$ ($k_{int} = 5 \times 10^5$). $\bar{N}$ is the average number of ligands bound per protein molecule and $c$ is the concentration of unbound ligand. $M$ and $k_{int}$ may be determined from the $x$- and $y$-intercepts of the Scatchard plot, or from the $y$-intercept and the slope of the double-reciprocal plot.
There are two important reasons, however, why the theory of multiple equilibria is not suitable to describe the interactions of flexible, chain-like molecules with proteins. First of all, the binding site in the theory of multiple equilibria is defined as a point to which a ligand binds in an all-or-none manner. Although this may accurately represent the binding of metallic ions and other rigid, monofunctional ligands, a chain-like molecule is composed of many functional units and, because of its flexibility, not all units have to be in contact with the protein simultaneously. Thus, for flexible molecules it is more realistic to define a binding site as an area on the protein which serves as a point of attachment for a single functional group, or segment, of the ligand in question. Secondly, in the theory of multiple equilibria the internal degrees of freedom of the bound ligands are ignored, so that all ligands in a given class are assumed to bind in the same configuration. Again, this is a reasonable assumption for the metallic ions and other rigid ligands which can bind in only one configuration (Figure 2a), but for flexible molecules it implies that all ligands belonging to a given class are bound in an identical, rigid configuration. Actually, such chain-like molecules can assume a large number of configurations when bound (Figure 2b), including many in which not all segments are in contact with the protein (con-
Figure 2. Schematic illustration of the binding of rigid and flexible ligands to a protein. a) Small ions and other rigid ligands (L) bind to a protein (P) with no changes in configuration. b) Flexible ligands may assume a large number of configurations both in solution and in the bound state.
figureations with desorbed loops and free ends). Therefore, a new model for multiple equilibria is necessary if the binding of flexible ligands is to be considered. The model developed in this dissertation fulfills this need, since it specifically accounts for the flexibility of the bound ligands. Although the model has certain formal similarities to the statistical-mechanical theories of flexible polymer adsorption at a surface, several features have been included which make the model especially suitable for the description of protein-ligand interactions.
CHAPTER II
DESCRIPTION OF THE MODEL

Limitations of Earlier Models

Several statistical-mechanical models of polymer adsorption at a surface have been constructed (Silberberg, 1962; Roe, 1965a, 1965b. Further references are included in these papers.). In these theories, the central problem is to enumerate all possible configurations that a flexible polymer might assume in the vicinity of a surface when at least one of its segments is adsorbed to the surface. The enumeration of configurations usually is accomplished with the aid of a lattice model. Neglecting the self-excluded volume of the polymer, there is a one-to-one correspondence between random walk paths on the lattice and polymer chain configurations.

However, the currently available models for polymer adsorption cannot be applied to the description of protein-ligand interactions since each suffers from one or more of the following limitations. First of all, infinite, planar surface lattices are utilized. The surface of a protein is neither infinite nor flat, as most proteins have a fairly compact shape. Secondly, the surface sites commonly are regarded as equivalent in their ability to adsorb polymer segments, and the polymer chain is said to be composed of identical segments. In contrast, a protein surface has many different types of binding sites (due to the chemical diversity of its
constituent amino acids), and many flexible ligands contain segments which differ chemically (e.g. the substituted alkanes). A third limitation of most lattice treatments is that they are formulated only for the limiting case of infinite or very long chains, while most ligands employed in protein binding studies are relatively short (fewer than 20 carbon atoms for the alkanes and their derivatives). Finally, most models emphasize the properties of a single polymer chain at a surface, and the binding of additional molecules, if treated at all, is assumed to occur in the absence of competition for surface sites among adjacent molecules. Experimentally, protein-ligand interactions are studied over a range of concentrations, throughout much of which several ligands are bound to each protein. Due to the finite size of the protein surface, the independence of successively bound ligands cannot be assumed automatically.

**Choice of Model**

The placement of a finite, planar lattice upon a closed surface such as a cube or a sphere requires the introduction of a small number of irregularities in the lattice pattern. Variations in either the coordination number of certain sites or the spacing between sites, or both, are possible. As an example of an alteration in coordination number, a square lattice may be placed upon a cube by introducing tri-coordinated sites at the eight corners (Figure 3a). The placement of a square lattice on a globe to demarcate longitude and latitude provides an example in
Figure 3. The placement of planar lattices on closed surfaces. a) A square lattice may be placed upon a cube by introducing tri-coordinated sites at the eight corners. b) A square lattice may be placed upon a sphere by altering the spacing between adjacent lattice sites and changing the coordination number of the two polar sites.
which irregularities have been introduced in both the spacing between adjacent lattice sites and the coordination number of the (two polar) sites (Figure 3b).

In choosing a lattice to represent a protein surface, irregularities in coordination number are to be preferred to large irregularities in the spacing between sites, since the bond lengths between adjacent segments of most flexible ligands are constant. Therefore, although a sphere is a fairly good model for globular proteins, the square lattice of Figure 3b is not suitable. A planar, triangular (hexa-coordinated) lattice can be placed upon a sphere by introducing a small number of penta-coordinated sites at regular intervals as illustrated in Figure 4 (Caspar and Klug, 1962), so that the lattice is characterized by two coordination numbers: $z_1=6$ for the hexa-coordinated sites and $z_2=5$ for the penta-coordinated sites. This lattice has been selected for the present model.  

The lattice of Figure 4 actually represents the outward projection of the sites on an icosahedron (Marks, 1960), the regular polyhedron with 20 equilateral triangular faces and 12 vertices (Figure 5). If each face is subdivided into $D^2$ equilateral triangles (producing a division of each edge into $D$ segments), a lattice is formed which contains $10(D^2-1)$ hexa-coordinated sites and 12 penta-coordinated sites, the latter located at the vertices. To treat the case in which only a restricted area of the

---

1The choice of a triangular lattice is reasonable in terms of the geometry of the ligands to be considered (Chapter V).
Figure 4. The placement of a planar, triangular lattice on a sphere by introducing a small number of penta-coordinated sites at regular intervals (from Caspar and Klug, 1962).
Figure 5. An icosahedron, the regular polyhedron with 20 equilateral triangular faces and 12 vertices (marked in white). Each triangular face of this icosahedron has been subdivided into four equilateral triangles ($D^2=4$), thereby creating additional sites on the lattice (marked in black). The sites at the 12 vertices are penta-coordinated ($z_2$ sites), while all other sites are hexa-coordinated ($z_1$ sites).
protein (i.e. a patch) is capable of binding ligands, a single triangular face of the icosahedron, or part of it, may be used (Figure 6). Such a single face can be placed on a surface of any shape and need not cover 1/20th of the surface area, so that the model no longer is restricted to spherical proteins when just a patch of sites is used.\(^1\)

In addition to their role in adjusting the triangular lattice to a spherical surface, the \(z_2\) sites serve as reference points on the surface. Within each triangular face, each \(z_1\) site may be classified according to its positional relationship to the \(z_2\) sites, providing a convenient labeling system which allows each type of chemical grouping found on a protein to be represented by a different class of sites. The actual classifications used will be described in Chapter III.

The enumeration of ligand configurations requires that a lattice describe the solution surrounding the protein surface as well as the surface itself, since configurations with loops and free ends are possible. The lattice in the immediate vicinity of the protein surface is constructed of concentric layers of lattice points with patterns identical to the pattern of sites on the surface. Therefore, the classification established for the surface sites may be retained in each layer of sites in the surrounding solution. When a ligand segment is on a site in a given layer above the surface, it is assumed that the subsequent segment can be placed not only on one of the \(z_1\) (or \(z_2\)) adjacent

\(^1\)The projection of more than one face also is possible if the faces are non-adjacent to each other and it is assumed that the ligands bind independently to each.
Figure 6. The projection of a single triangular face of an icosahedron onto a sphere, to give a patch of binding sites.
sites in that layer, but on any of the $z_1$ (or $z_2$) sites in the layers above and below as well. Thus, the solution sites in the vicinity of the protein surface are characterized by coordination numbers $3z_1$ and $3z_2$.

A simplified, but somewhat more limited statistical-mechanical model for protein-ligand interactions which does not require a lattice for the enumeration of configurations also may be formulated. Appendix A includes a brief discussion of this model and some of the results predicted by it.

---

1The use of concentric layers of lattice points which retain the pattern of sites on the surface implies that the spacing between lattice points within a given layer will increase slightly as additional layers are added. Some objections might be raised, therefore, if long chains were considered, some of whose segments might extend many layers above the surface while other segments remained attached to the protein. However, as mentioned above, the ligands used in protein binding studies are short so that the approximations involved in the choice of solution lattice are not serious.
CHAPTER III
STATISTICAL-MECHANICAL TREATMENT

Basic Formulae

The theory is formulated using the grand canonical ensemble, in which the individual protein molecules, each with \( n_0 \) surface lattice sites, are the constituent systems. The solution in which the protein molecules are immersed serves as a reservoir of both heat at temperature \( T \) and ligands with chemical potential \( \mu \). Thus, each system is characterized by the thermodynamic variables \( \mu, n_0, T \).\(^1\) The solutions considered are sufficiently dilute in protein molecules to allow the assumption of independence of systems.

The grand canonical partition function, \( \Xi (\mu, n_0, T) \), has the form

\[
\Xi (\mu, n_0, T) = \sum_{N=0}^{M} Q_x(N, n_0, T) e^{\mu N/kT}
\]

(III.1)

where \( Q_x(N, n_0, T) \) is the canonical partition function for the system when \( N \) ligands, each with \( x \) segments, are bound. \( M \) is the maximum number of ligands which can bind to the protein and is defined by\(^2\)

\[
M = \left[ n_0/x \right]
\]

(III.2)

\(^1\)The thermodynamic variable \( n_0 \) is analogous to the volume of the system which is encountered most commonly as the extensive variable in applications which utilize the grand canonical ensemble.

\(^2\)Throughout this and all subsequent discussions, the square bracket notation will be used to denote the integral part of the enclosed expression.
The terms $Q_x(N,n_0,T)$ are of the form

$$Q_x(N,n_0,T) = \frac{\prod_{i=0}^{N} q_x(i,n_0,T)}{N!}$$  \hspace{1cm} (III.3)

with

$$q_x(0,n_0,T) = 1$$  \hspace{1cm} (III.4)

where $q_x(i,n_0,T)$ is the canonical partition function for the placement of the $i$th ligand on the protein surface.

To compare the predictions of the present theory with experiment, the most important thermodynamic quantity which can be calculated from $\Xi(\mu,n_0,T)$ is $\tilde{N}$, the average number of ligands bound per protein molecule

$$\tilde{N}(\mu,n_0,T) = \frac{\sum_{N=0}^{M} NQ_x(N,n_0,T) e^{\mu N/kT}}{\Xi(\mu,n_0,T)}$$

$$= kT \frac{\partial \ln \Xi}{\partial \mu}$$  \hspace{1cm} (III.5)

The equilibrium constant for the binding of the $N$th ligand may be calculated from the terms of $\Xi(\mu,n_0,T)$

$$k_N = \frac{V}{Q_x(N-1,n_0,T) q_{x,u}(V)}$$

$$= V \frac{Q_x(N,n_0,T)}{Q_x(N-1,n_0,T) q_{x,u}(V)}$$  \hspace{1cm} (III.6)

where $q_{x,u}(V)$ is the partition function for the unbound ligand in a volume $V$ of solution.
The Binding of a Single Ligand

In this section, equations will be developed which enumerate the possible configurations of a single bound ligand, leading to an expression for \( q_x(1,n_0,T) \). Except for a correction eliminating immediate reversals, the self-excluded volume of the ligand will be neglected. A general method of correcting for excluded volume and some of the results of such a calculation are described in Appendix B.

A given configuration of a bound ligand consists of a series of stretches of adsorbed segments separated by loops of desorbed segments. A state of adsorption of the ligand (Roe, 1965a), \( S \), is defined by the set of parameters

\[
S = \left\{ d_0, s_1, d_1, s_2, d_2, \ldots, s_{l-1}, d_{l-1}, s_l, d_0' \right\} \quad (III.7)
\]

where \( s_i \) and \( d_i \) are the number of segments in the \( i \)th adsorbed stretch and desorbed loop, respectively, and \( l \) is the number of adsorbed stretches. The parameters \( d_0 \) and \( d_0' \) represent the number of segments in the free chain ends; if the segment at an end is in the adsorbed state, \( d_0 \) and/or \( d_0' \) is assigned the value zero. Since at least one segment of the ligand must be adsorbed, \( l \) has the range of values

\[
1 \leq l \leq \left\lfloor \frac{(x+1)}{2} \right\rfloor \quad (III.8)
\]

In addition, the following restriction must hold

\[
x = d_0 + \sum_{\rho=1}^{l-1} (s_{\rho} + d_{\rho}) + s_l + d_0' \quad (III.9)
\]

Any state of adsorption is allowed provided that equations III.8 and III.9 are satisfied. It should be noted that many possible configura-
tions are included in a single state of adsorption. Not only could a ligand with a given $S$ be placed on different parts of the lattice, but different arrangements of its segments are possible once the first segment has been placed.

$q_x(l,n_0,T)$ is calculated by assigning a statistical weight, $t(S)$, to each state of adsorption

$$q_x(l,n_0,T) = \sum_{l=1}^{[\frac{x+1}{2}]} \sum_{S} t(S)$$  \hspace{1cm} (III. 10)

where the summation over $\{S\}$ refers to all possible states of adsorption for a given $l$ consistent with equation III. 9.

**The Totally Adsorbed Ligand**  In order to write general expressions for the weights $t(S)$, a method for enumerating the configurations of a bound ligand must be developed. The counting procedure used may be illustrated most clearly through a discussion of the totally adsorbed ligand, for which $l=1$ and

$$S = \{0,x,0\}$$  \hspace{1cm} (III. 11)

To obtain an expression for $t(0,x,0)$, the random walk of the ligand on the lattice is regarded as a Markov process, each step of which corresponds to the placement of a ligand segment on a lattice site. The states of the Markov process are defined in terms of the classification of lattice sites presented below. Thus, the $i$th state of the Markov process is defined as the placement of a ligand segment on a class $i$ site. The
relevant stochastic matrix is

\[
W = \begin{pmatrix}
  w_{11} & w_{12} & w_{13} & \cdots & w_{1C} \\
  w_{21} & w_{22} & w_{23} & \cdots & w_{2C} \\
  & & & \cdots & \cdots \\
  & & & \cdots & \cdots \\
  w_{C1} & w_{C2} & w_{C3} & \cdots & w_{CC}
\end{pmatrix}
\]  

whose elements \( w_{ij} \) are transition coordination numbers, representing the number of ways in which a ligand segment can be placed on a class \( j \) site given that the preceding segment is on a class \( i \) site. If a given lattice has \( C \) classes of sites, the transition coordination numbers must satisfy the relations

\[
\begin{align*}
\sum_{j=1}^{C} w_{ij} &= z_1 = 6 & \text{for } i=2,3,\ldots,C \\
\sum_{j=1}^{C} w_{ij} &= z_2 = 5 & \text{for } i=1
\end{align*}
\]

if the \( z_2 \) sites are said to form class 1.

The number of ways of placing the first ligand segment on the lattice is given by a vector of initial configuration numbers

\[
a^{(1)} = \begin{pmatrix}
a_1^{(1)} \\
a_2^{(1)} \\
a_3^{(1)} \\
\vdots \\
a_C^{(1)}
\end{pmatrix}
\]

1Throughout this and all subsequent discussions, underlined upper case letters will be used to represent matrices, while underlined lower case letters will represent vectors. All vector products represent scalar products.

2When binding to a patch of sites is considered, somewhat different relations will be necessary for values of \( i \) representing sites on the edge of the patch.
whose elements $a_i^{(1)}$ represent the number of class $i$ sites available to the first segment of the ligand. In the vector

$$a^{(n)} = a^{(1)} W^{n-1}$$

(III.15)

each element $a_i^{(n)}$ represents the number of ligand configurations which terminate with the $n$th segment on a class $i$ site. Thus, the number of totally adsorbed configurations of a chain of $x$ segments, $v(x)$, is

$$v(x) = a^{(x)} e = a^{(1)} W^{x-1} e$$

(III.16)

where $e$ is a column vector of dimension $C$, all of whose elements are unity.

To determine the elements of $a^{(1)}$ and $W$, the classification of sites must be specified. Superficially, it might appear that a satisfactory classification could be obtained simply by grouping the sites according to their distance in lattice steps, $r$, from the nearest $z_2$ site. Although such a classification is perhaps the simplest one possible, rigorously it cannot provide the basis for defining the states of a Markov process. For example, of the sites at $r=2$ in Figure 7, the site labeled $g$ has three neighbors at $r=3$, while the sites labeled $h$ have only two neighbors at $r=3$. Thus, if all sites at $r=2$ were treated as one class, the value of $w_{23}$ would have to be some sort of average of the values of three (for sites such as $g$) and two (for sites such as $h$). This averaging, or lumping process, is not allowed because it would
Figure 7. Detail of surface lattice in the vicinity of a $z_2$ site. The lattice sites cannot be classified according to their distance in lattice steps, $r$, from the nearest $z_2$ site. For example, the sites labeled $g$ and $h$ are located at $r=2$, but the $g$ site has three neighbors at $r=3$, while the $h$ sites have only two neighbors at $r=3$. 
destroy the Markovian character of the ligand random walk. Therefore, the more refined classifications illustrated in Figure 8 must be used. Actually, the larger number of classes for a given lattice size is an advantage, increasing the number of ways in which different types of sites may be arranged. Furthermore, the classifications of Figure 8 also are applicable to the single face analogues of the lattices, although some modifications in the elements of $a^{(1)}_j$ and $w$ are necessary (Figure 9).

The classifications chosen possess a high degree of regularity, since each face not only has a three-fold axis of symmetry about its center but appears 20 times in covering the surface as well. The latter source of regularity is eliminated when only a single patch of sites is used. Furthermore, it will be shown that the precise arrangement of different types of sites has little effect on the results and the conclusions which can be drawn from them (Chapter V).

$t(0,x,0)$ may be calculated using the above enumeration procedure if each configuration is weighted with Boltzmann factors for the site-segment contacts formed. Thus, the elements $a_j^{(1)}$ and $w_{ij}$ must be multiplied by

$$f_j^{(n)} = e^{-E_j^{(n)}/kT}$$  (III.17)

1 Under certain conditions, lumping of states in Markov processes is allowed (Kemeny and Snell; 1960).
2 Calculations performed using the lumped states, however, show that the resulting errors in $v(x)$ appear only in the fourth significant figure for ligands as long as 30 segments and are considerably smaller for shorter ligands.
Figure 8. Classification of lattice sites. The initial configuration vector, $\mathbf{a}^{(1)}$, and stochastic matrix, $W$, for each lattice also are presented. $D$ is the number of lattice steps between adjacent $z_2$ sites and $n_0$ is the total number of sites on the lattice.
Figure 9. Single face of the lattice $D=6$. Although the classification of sites is the same as that for the corresponding lattice which covers a complete surface (Figure 8), the initial configuration vector and stochastic matrix must be modified. A somewhat less angular patch may be obtained if the class 1 (corner) sites are omitted to give a patch with $n_0=25$, which requires the deletion of the first element of $a^{(1)}$ and the first row and column of $W$. 

$D=6$ ($n_0=28$)

\[
\begin{bmatrix}
0 & 2 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 \\
0 & 2 & 2 & 0 & 0 & 2 \\
0 & 0 & 2 & 0 & 0 & 2 \\
0 & 0 & 1 & 1 & 1 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}
\]
where $\epsilon_{j}^{(n)}$ is the energy of interaction between the $n$th segment of the ligand and a class $j$ site.\(^1\) For the case in which all segments of the ligand are identical and only one type of lattice site is included, the same Boltzmann factor is used for all elements

$$f = e^{-\epsilon / kT}$$  \hspace{1cm} (III.18)

Furthermore, in the absence of a detailed correction for self-excluded volume (Appendix B), all elements $w_{ij}$ in matrices describing segments following the second must be multiplied by a correction factor to exclude immediate reversals of the ligand

$$z_i - 1 \over z_i$$  \hspace{1cm} (III.19)

where $z_i$ represents the coordination number of a class $i$ site.\(^2\)

For notational clarity, $\underline{a}^{(1)}$ and $\underline{W}$ will refer to the initial configuration vector and stochastic matrix, respectively, when only an enumeration of configurations is desired (e.g. equation III.16). When Boltzmann factors and/or immediate reversal corrections are used, as in the following calculation of $t(0,x,0)$, $\underline{a}^{(1)}_s$ and $\underline{W}_s$ will be used. Thus,

$$t(0,x,0) = \underline{a}^{(1)}_s \underline{W}_s^{x-1} e$$  \hspace{1cm} (III.20)

**General Equations for $t(S)$** Based on the principles discussed above, it is possible to write expressions for the weights $t(S)$ for states of adsorption containing desorbed loops and free ends. The total number of configurations

\(^1\)The zero of energy corresponds to an infinite separation of the segment and site in question, surrounded by the appropriate solvent.

\(^2\)Any rigorous correction would depend on $j$ as well as $i$. Equation III.19 represents an average over all $j$. 
urations of a loop or free end may be equated to the product of its vertical and horizontal configurations if it is assumed that the vertical and horizontal motion of the desorbed segments can be treated independently. Such an assumption may be made for the present model because the lattice points in each layer above the surface are labeled in a manner identical to those on the surface, allowing the classification of sites presented above to be retained as the basis for defining the states of the Markov process.¹

If \( \text{H}(d) \) and \( \text{H}_0(d_0) \) represent the number of vertical configurations of a loop of \( d \) segments and a free end of \( d_0 \) segments, respectively, then

\[
\text{t}(S) = a_d^{(1)} w_d^{d_0-1} \frac{1}{\text{H}_0(d_0)} \prod_{\rho=1}^{\ell-1} \left( w_s^s w_d^d \text{H}(d_\rho) \right) w_s^s w_d^d \text{H}_0(d_0) \text{e} \quad \text{(III.21)}
\]

for the chain with free ends and

\[
\text{t}(S) = a_s^{(1)} w_s^{-1} \prod_{\rho=1}^{\ell-1} \left( w_s^s w_d^d \text{H}(d_\rho) \right) w_s^s \text{e} \quad \text{(III.22)}
\]

when \( d_0 = d_0' = 0 \). \( a_s^{(1)} \) and \( w_s \) are the vector and matrix described above for adsorbed segments, while \( a_d^{(1)} \) and \( w_d \) are the vector and matrix for desorbed segments. To form the latter from the elements of \( a_s^{(1)} \) and \( w \), the only modifications required are immediate reversal correction factors for the elements of matrices representing segments following the second of a desorbed loop or free end

\[
\frac{3z_i - 1}{3z_i} \quad \text{(III.23)}
\]

¹On more typical lattices, the assumption of independence is a good one only for small extensions of a long chain (Flory, 1953).
Expressions for H and $H_0$  The parameters $H(d)$ and $H_0(d_0)$ may be calculated in two ways. The first method is of interest primarily because it treats the vertical motion of the ligand as a Markov process and thus is more similar to the methods presented above for the horizontal motion of the ligand. The second method, however, gives closed expressions for $H(d)$ and $H_0(d_0)$. For a loop of $d$ segments, the first and $d$th segments must lie in the layer $h=1$, while the intermediate $d-2$ segments may be placed in any vertical layer $h \geq 1$. One possible vertical configuration of a loop of ten segments is illustrated in Figure 10. Only the most proximal segment of a free end is constrained to the layer $h=1$.

Markov Method  The vertical motion of the ligand may be treated as a Markov process in which the $ith$ state is defined as the placement of a ligand segment in the vertical layer $h=i$. Thus, the elements $y_{ij}$ of the stochastic matrix $Y$ represent the number of ways of placing a segment in the layer $j$ given that the preceding segment is in layer $i$. Since steps to adjacent layers or within the same layer are the only ones possible, $Y$ is a tri-diagonal matrix of the form

$$Y = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 & \cdots \\
1 & 1 & 1 & 0 & 0 & 0 & \cdots \\
0 & 1 & 1 & 1 & 0 & 0 & \cdots \\
0 & 0 & 1 & 1 & 1 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix} \quad (III.24)$$

The first segment of a loop or free end always is in the layer $h=1$. 
Figure 10. A possible vertical configuration of a loop of 10 (=d) segments. The first and dth segments are constrained to the first layer of lattice points above the surface (h=1), while the intermediate segments may be placed in any layer above the surface.
Hence, the initial configuration vector $b^{(1)}$ is

$$b^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 & \cdots \end{pmatrix}$$

Theoretically, $b^{(1)}$ and $Y$ have infinite dimensions, although for a loop or free end of $d$ segments a $d$-element vector and a matrix of order $d$ are sufficient since $h$ cannot exceed $d$. The number of vertical configurations of a loop or free end which result in the placement of the $d$th segment on a site in layer $i$ is given by the $i$th element of the vector

$$b^{(d)} = b^{(1)} Y^{d-1}$$

Since the last segment of a loop must lie in the layer $h=1$, the total number of vertical configurations of a loop of $d$ segments, $H(d)$, may be equated to $b^{(d)}$

$$H(d) = b^{(d)} = b^{(1)} Y^{d-1} e'$$

where $e'$ is a column vector whose first element is unity and all other elements are zero. On the other hand, the final segment of a free end may lie in any vertical layer above the surface. Hence, the total number of vertical configurations of a free end of $d_0$ segments, $H_0(d_0)$, may be equated to the sum of all elements of $b^{(d_0)}$

$$H_0(d_0) = b^{(d_0)} e = b^{(1)} Y^{d_0-1} e$$

**Combinatorial Method** Closed expressions for $H(d)$ and $H_0(d_0)$ may be obtained by modifying some combinatorial theorems for one-dimensional random walks (Feller, 1957) in which the outcome of each step is in one of two possible directions (from level $h$ to level $h+1$ or $h-1$).

In the present model, three possible outcomes exist for each step, as
discussed above. However, any vertical configuration of a loop can be visualized as a one-dimensional random walk interrupted by steps which retain a constant value of \( h \). Thus, for the loop illustrated in Figure 10, steps 2 and 3 (the placement of segments 3 and 4) and 5 through 8 (the placement of segments 6 through 9) perform a one-dimensional walk, while steps 1, 4, and 9 remain at positions of constant \( h \). For a loop of \( d \) segments (\( d-1 \) steps), any number of steps \( 2j \) may be involved in the one-dimensional walk, subject to the restriction

\[
0 \leq j \leq \left\lfloor \frac{(d-1)/2} \right\rfloor
\]

which insures that segment \( d \) of the loop can return to the layer \( h=1 \).

In addition, all segments of the loop must remain in layers above the surface. The total number of configurations for such a one-dimensional walk is (Feller, 1957)

\[
\frac{1}{j+1} \frac{(2j)!}{j! \cdot j!}
\]

Because the remaining \((d-1-2j)\) steps at constant \( h \) can be placed anywhere along the loop, the total number of vertical configurations of the entire loop for a given \( j \) is

\[
\frac{(d-1)!}{(2j)! \cdot (d-1-2j)!} \cdot \frac{1}{j+1} \frac{(2j)!}{j! \cdot j!} = \frac{1}{j+1} \frac{(d-1)!}{j! \cdot j! \cdot (d-1-2j)!}
\]

Hence

\[
H(d) = \sum_{j=0}^{[d-1/2]} \frac{1}{j+1} \frac{(d-1)!}{j! \cdot j! \cdot (d-1-2j)!}
\]

Similarly, a free end of \( d_0 \) segments (\( d_0-1 \) steps) may be visualized as an interrupted one-dimensional walk. Any number of steps \( m \) between zero and \( d_0-1 \) may be involved in the one-dimensional walk as long as all
segments remain above the surface. The number of configurations
for such a one-dimensional walk of \( m \) steps is (Feller, 1957)

\[
\frac{m!}{\left[ \frac{m}{2} \right]! \left[ \frac{m+1}{2} \right]!}
\tag{III.33}
\]

These \( m \) steps may be distributed in any manner among the remaining
\((d_0 - 1 - m)\) constant \( h \) steps of the free end. Hence, for a fixed \( m \), the
total number of vertical configurations is

\[
\frac{(d_0 - 1)!}{(d_0 - 1 - m)! \cdot m!} \cdot \frac{m!}{\left[ \frac{m}{2} \right]! \left[ \frac{m+1}{2} \right]!} = \frac{(d_0 - 1)!}{(d_0 - 1 - m)! \cdot \left[ \frac{m}{2} \right]! \left[ \frac{m+1}{2} \right]!}
\tag{III.34}
\]

Therefore

\[
H_0(d_0) = \sum_{m=0}^{(d_0-1)} \frac{(d_0 - 1)!}{\left[ \frac{m}{2} \right]! \left[ \frac{m+1}{2} \right]! \cdot (d_0 - 1 - m)!}
\tag{III.35}
\]

Evaluation of \( q_x(1, n_0, T) \) Equations III.21 and III.22 may be com-
bined into a single, more general one with the aid of the Kronecker
delta

\[
t(S) = \left( a_s^{(1)} \delta_{d_0} \delta_{d_0'0} + (1 - \delta_{d_00}) a_d^{(1)} \delta_{d_0} \delta_{d_0'0} H_0(d_0) \right)
\times \prod_{\rho=1}^{\ell-1} \left( W_s s_{\rho0} H_0(d_0) \right) W_s^{s \ell} \left( \delta_{d_0'0} + (1 - \delta_{d_0'0}) W_d d_0' H_0(d_0') \right)
\tag{III.36}
\]

so that equation III.10 becomes

\[
q_x(1, n_0, T) = \sum_{\ell=1}^{\left[ \frac{x+1}{2} \right]} \sum_{d_0} \delta_{d_0} \delta_{d_0'0} \prod_{\rho=1}^{\ell-1} \left( V(s_{\rho}) U(d_\rho) \right) V(s_\ell) u_0'(d_0')
\tag{III.37}
\]

where

\[
u_0(d_0) = a_s^{(1)} W_s^{-1} \delta_{d_0} \delta_{d_0'0} + a_d^{(1)} W_d \delta_{d_0} \delta_{d_0'0} H_0(d_0) \left( 1 - \delta_{d_00} \right)
\tag{III.38}
\]

\[
V(s_{\rho}) = W_s^{s_{\rho}}
\tag{III.39}
\]
\[ U(d_p) = \frac{d^i}{d^i} H(d_p) \quad (\text{III.40}) \]
\[ u_0'(d_0') = \left( \delta_{d_0',0} + (1-\delta_{d_0',0}) W_{d_0'} H_0(d_0') \right) e \quad (\text{III.41}) \]

Equation III.37 cannot be written in closed form. However, an exact evaluation is possible for relatively small values of \( x \), such as those of the ligands commonly used in protein binding studies. As a first step in this evaluation, the generating function of \( q_x(1,n_0,T) \) is formed
\[ \Gamma(\zeta) = \sum_{x=1}^{\infty} q_x(1,n_0,T) \zeta^x \]
\[ = \sum_{x=1}^{\infty} \zeta^x \sum_{s=1}^{\infty} u_0(d_0) \prod_{\rho=1}^{l-1} \left( V(s_\rho) U(d_\rho) \right) V(s_{\ell}) u_0'(d_0') \quad (\text{III.42}) \]

Following the procedure of Lifson (1964), the first two summations are rearranged and the \( x \) factors of \( \zeta^x \) distributed among the terms of \( q_x(1,n_0,T) \) to give
\[ \Gamma(\zeta) = \sum_{\ell=1}^{\infty} \left( \sum_{x=2\ell-1}^{\infty} u_0(d_0) \zeta^d_0 \prod_{\rho=1}^{l-1} \left( V(s_\rho) \zeta^s_\rho U(d_\rho) \zeta^d_\rho \right) \right) \times V(s_{\ell}) u_0'(d_0') \zeta^d_0' \quad (\text{III.43}) \]

When summing at fixed \( \ell \) over all possible values of \( x \geq (2\ell - 1) \), restriction III.9 on \( \{S\} \) no longer holds. Thus
\[ \Gamma(\zeta) = \sum_{\ell=1}^{\infty} \left( \sum_{d_0=0}^{\infty} u_0(d_0) \zeta^d_0 \prod_{\rho=1}^{l-1} \left( \sum_{s_\rho=1}^{\infty} V(s_\rho) \zeta^s_\rho \sum_{d_\rho=1}^{\infty} U(d_\rho) \zeta^d_\rho \right) \right) \times \left( \sum_{s_{\ell}} V(s_{\ell}) \zeta^s_{\ell} \sum_{d_0'}=0 \sum_{u_0'}(d_0') \zeta^{d_0'} \right) \quad (\text{III.44}) \]

\( q_x(1,n_0,T) \) will be the coefficient of \( \zeta^x \) in this power series (cf. equation III.42). Using the following convolution formula for the product of two power series
\[ \sum_{i=1}^{\infty} a_i \zeta^i \sum_{i=1}^{\infty} b_i \zeta^i = \sum_{i=1}^{\infty} \left( \sum_{j=1}^{i} a_j b_{i-j} \right) \zeta^{i+1} \quad (\text{III.45}) \]
it is possible to compute this coefficient for a given \( x \) from the known functions \( u_0, V, U, \) and \( u_0' \).

**Average Properties** Any thermodynamic average derivable from \( q_x(l,n_0,T) \) may be evaluated in a similar fashion. The averages of interest are those associated with the configuration of the bound ligand, which will be referred to as **configurational parameters**. For example, the average number of ligand segments adsorbed to the surface may be equated to the coefficient of \( \zeta^x \) in the following power series, divided by \( q_x(l,n_0,T) \)

\[
\sum_{l=1}^{\infty} \sum_{d_0=0}^{\infty} u_0(d_0) \zeta^d_0 \left[ \sum_{s_1=1}^{\infty} \frac{V(s_1) \zeta^s_1}{s_1} \sum_{d_1=1}^{\infty} \frac{U(d_1) \zeta^d_1}{d_1} \right] \times \prod_{\rho=2}^{l-1} \left( \sum_{s_\rho=1}^{\infty} \frac{V(s_\rho) \zeta^s_\rho}{s_\rho} \sum_{d_\rho=1}^{\infty} \frac{U(d_\rho) \zeta^d_\rho}{d_\rho} \right) \sum_{s_l=1}^{\infty} \frac{V(s_l) \zeta^s_l}{s_l} + \sum_{s_2=1}^{\infty} V(s_2) \zeta^s_2 \sum_{d_2=1}^{\infty} U(d_2) \zeta^d_2 + \ldots \]

\[
\sum_{l=1}^{\infty} \sum_{d_0=0}^{\infty} u_0'(d_0') \zeta^d_0' \] (III.46)

The average number of segments adsorbed commonly is divided by \( x \) to give the average fraction of segments adsorbed, \( \bar{\theta} \).

The coefficient of \( \zeta^x \) in the power series

\[
\sum_{l=1}^{\infty} \sum_{d_0=0}^{\infty} u_0(d_0) \zeta^d_0 \left[ \sum_{s_1=1}^{\infty} \frac{V(s_1) \zeta^s_1}{s_1} \sum_{d_1=1}^{\infty} \frac{U(d_1) \zeta^d_1}{d_1} \right] \times \prod_{\rho=1}^{l-1} \left( \sum_{s_\rho=1}^{\infty} \frac{V(s_\rho) \zeta^s_\rho}{s_\rho} \sum_{d_\rho=1}^{\infty} \frac{U(d_\rho) \zeta^d_\rho}{d_\rho} \right) \sum_{s_l=1}^{\infty} \frac{V(s_l) \zeta^s_l}{s_l} \sum_{d_0'=0}^{\infty} \frac{u_0'(d_0') \zeta^d_0'}{d_0'} \] (III.47)

when divided by \( q_x(l,n_0,T) \), represents the average number of adsorbed
stretches, \( \tilde{l} \). The number-average lengths of the desorbed ends, \( \tilde{d}_0 \) and \( \tilde{d}_0' \), are calculated from the appropriate coefficients in the following two power series, respectively\(^1\)

\[
\begin{align*}
\sum_{l=1}^{\infty} \sum_{d_0=0}^{\infty} d_0 u_0(d_0) \zeta_{d_0}^{d_0} \prod_{\rho=1}^{l-1} \left( \sum_{s_{p}=1}^{\infty} \frac{V(s_{p})\zeta_{s_p}^{s_{p}}}{d_{\rho}} \sum_{d_{\rho}=1}^{\infty} \frac{U(d_{\rho})\zeta_{d_{\rho}}^{d_{\rho}}} \right) \\
\times \sum_{s_{l}=1}^{\infty} \frac{V(s_{l})\zeta_{s_l}^{s_l}}{d_{0}'} \sum_{d_{0}'=0}^{\infty} u_0'(d_{0}') \zeta_{d_{0}'}^{d_{0}'}
\end{align*}
\]  

\((\text{III.48})\)

\[
\begin{align*}
\sum_{l=1}^{\infty} \sum_{d_0=0}^{\infty} d_0 u_0(d_0) \zeta_{d_0}^{d_0} \prod_{\rho=1}^{l-1} \left( \sum_{s_{p}=1}^{\infty} \frac{V(s_{p})\zeta_{s_p}^{s_{p}}}{d_{\rho}} \sum_{d_{\rho}=1}^{\infty} \frac{U(d_{\rho})\zeta_{d_{\rho}}^{d_{\rho}}} \right) \\
\times \sum_{s_{l}=1}^{\infty} \frac{V(s_{l})\zeta_{s_l}^{s_l}}{d_{0}'} \sum_{d_{0}'=0}^{\infty} d_{0}' u_0'(d_{0}') \zeta_{d_{0}'}^{d_{0}'}
\end{align*}
\]  

\((\text{III.49})\)

Other configurational parameters of the ligand may be calculated directly from the above set. Thus, the number-average length of an adsorbed stretch, \( \tilde{s} \), and the number-average length of a desorbed loop, \( \tilde{d} \), are given by

\[
\tilde{s} = \frac{x\tilde{\theta}}{\tilde{l}}
\]  

\((\text{III.50})\)

\[
\tilde{d} = \frac{x - x\tilde{\theta} - \tilde{d}_0 - \tilde{d}_0'}{\tilde{l} - 1}
\]  

\((\text{III.51})\)

The Binding of Additional Ligands

The expressions for \( q_x(2,n_0,T) \) through \( q_x(M,n_0,T) \) are identical in form to equation III.10. However, since fewer surface sites are available for binding as additional ligands are placed on the surface, the elements of \( a_s^{(1)} \) and \( W_s \) must be decreased. On the lattice sites

\(^1\)For ligands composed of identical segments, the Markov process is reversible (Kemeny and Snell, 1960), so that \( d_0 = d_0' \).
above the surface, a smaller fraction of configurations is excluded by multiple-site occupancy as a result of the many layers of lattice points available to the segments of loops and free ends. Therefore, no reductions in the elements of $a_d^{(1)}$ and $W_d$ are made. Thus, for $N > 1$

$$q_x(N, n_0, T) = \left[ \frac{x + 1}{2} \right] \sum_{\ell=1}^{\infty} \sum_{s_j} t_{N-1}(S)$$

with

$$t_{N-1}(S) = \left( N-1^{-\frac{a_i^{(1)}}{N^{-1}}} W_s^{-1} \delta d_0 0 + (1 - \delta d_0 0) a_d^{(1)} W_d d_0^{-1} H_0(d_0) \right)$$

$$\times \prod_{\rho=1}^{N-1} \left( W_s W_d d_0 H_0(d_0) \right)$$

$$\times \left( \delta d_0 0 + (1 - \delta d_0 0) W_d d_0 H_0(d_0) \right)$$

The subscript $N-1$ indicates that corrections have been made for the $N-1$ ligands previously bound to the surface.

The correction factors for the elements of $a_s^{(1)}$ and $W_s$ may be calculated once the number of occupied sites of each class has been determined. If $\bar{n}_i(N-1)$ is the average number of occupied class $i$ sites when $N-1$ ligands have been bound (equation III.60), then

$$N-1 a_i^{(1)} = a_i^{(1)} - \bar{n}_i(N-1)$$

For the elements of $W_s$, the corrections must account for the fact that each ligand already bound to the surface occupies contiguous lattice sites (Flory, 1953). Therefore, if any of the $z_j$ sites adjacent to a class $j$ site previously has been established as vacant, the probability that the class $j$ site is vacant is somewhat greater than the
average fraction of vacant j sites, $\tilde{\xi}_j(N-1)$, which may be equated to the ratio of the average number of vacant j sites to the total number of j sites

$$\tilde{\xi}_j(N-1) = \frac{a_j^{(1)} - \tilde{n}_j(N-1)}{a_j^{(1)}} \quad (III.55)$$

The desired correction factor is $\xi_j(N-1)$, the probability that a class j site is vacant when the vacancy of an adjacent site already has been established. Thus, $\xi_j(N-1)$ is the ratio of the number of vacant j sites to the total number of j sites which are compatible with the previously confirmed vacancy of a given adjacent site. If $\phi_j$ is the fraction of the $\tilde{n}_j(N-1)$ occupied j sites which have a neighboring ligand segment on an adjacent site, then (Guggenheim, 1944)

$$\xi_j(N-1) = \frac{a_j^{(1)} - \tilde{n}_j(N-1)}{a_j^{(1)} - \phi_j \tilde{n}_j(N-1)} \quad (III.56)$$

$\phi_j$ may be equated to the ratio of the average number of neighboring segments, per segment, to the coordination number of the site

$$\phi_j = \frac{2(x-2)+2}{x z_j} = \frac{2(x-1)}{x z_j} \quad (III.57)$$

Hence

$$\xi_j(N-1) = \frac{a_j^{(1)} - \tilde{n}_j(N-1)}{a_j^{(1)} - \frac{2(x-1)-1}{x z_j} \tilde{n}_j(N-1)} \quad (III.58)$$

and

$$N-1^w_{ij} = w_{ij} \xi_j(N-1) \quad (III.59)$$
Calculation of $\tilde{n}_j(N-1)$: If, for a given $j$, the $j$th element of $N-2^{a_s}$ and the elements of the $j$th column of $N-2^-W_s$ are multiplied by the dummy variables $a_j=1$ and $\omega_j=1$, respectively, then $\tilde{n}_j(N-1)$ may be calculated from the relation

$$\tilde{n}_j(N-1) = \tilde{n}_j(N-2) + \frac{\partial \ln q_x(N-1,n_0,T)}{\partial \omega_j} + \frac{\partial \ln q_x(N-1,n_0,T)}{\partial a_j}$$

$$= \tilde{n}_j(N-2) + \frac{1}{q_x(N-1,n_0,T)} \sum_{\ell=1}^{[\frac{x+1}{2}]} \sum_{j}^{[\frac{x+1}{2}]} N-2^{a_s}(1) \begin{pmatrix} E_C & O_C \end{pmatrix}$$

$$\times \begin{pmatrix} N-2^-W_s^{-1} + (1-\delta_{d_0'0})a_d(1) \begin{pmatrix} E_C & O_C \end{pmatrix} \hat{W}_{d_0^{-1}}H_0(d_0) \end{pmatrix}$$

$$\times \begin{pmatrix} \delta_{d_0'0} + (1-\delta_{d_0'0}) \hat{W}_{d_0^{-1}}H_0(d_0) \end{pmatrix} \begin{pmatrix} O_C \\ E_C \end{pmatrix}$$

$$+ \frac{1}{q_x(N-1,n_0,T)} \sum_{\ell=1}^{[\frac{x+1}{2}]} \sum_{j}^{[\frac{x+1}{2}]} N-2^{a_s}(1) \begin{pmatrix} E_C & O_C \end{pmatrix}$$

$$\times \begin{pmatrix} N-2^-W_s^{-1} + (1-\delta_{d_0'0})a_d(1) \begin{pmatrix} E_C & O_C \end{pmatrix} \hat{W}_{d_0^{-1}}H_0(d_0) \end{pmatrix}$$

$$\times \begin{pmatrix} \delta_{d_0'0} + (1-\delta_{d_0'0}) \hat{W}_{d_0^{-1}}H_0(d_0) \end{pmatrix} \begin{pmatrix} O_C \\ E_C \end{pmatrix}$$

(III.60)

where $E_C$ and $O_C$ are, respectively, the identity and null matrices of order $C$ and

$$\hat{N-2^-W_s} = \begin{pmatrix} N-2^-W_s & N-2^-W_s' \\ O_C & N-2^-W_s \end{pmatrix}$$

(III.61)

---

1The use of the augmented matrix for differentiation of a matrix product is a technique adopted from Flory (Flory and Miller, 1966).
\[ \Lambda_{W_d} = \begin{pmatrix} W_d & \mathcal{O}_C \\ \mathcal{O}_C & W_d \end{pmatrix} \]  \hspace{1cm} \text{(III.62)}

\[ \Lambda^{(1)}_{N-2^{-s}} = \frac{\partial N-2^{-s}}{\partial a_j^{(1)}} \]  \hspace{1cm} \text{(III.63)}

with

\[ N-2^{-s} = \frac{\partial N-2^{-s}}{\partial \omega_j} \]  \hspace{1cm} \text{(III.64)}

Equation III.60 may be evaluated by forming the appropriate generating function and following the procedure described above for the evaluation of \( q_x(1,n_0,T) \).

**The Unbound Ligand**

In order to calculate the equilibrium properties of protein-ligand systems (equations III.5 and III.6), a value for \( q_{x,u}(V) \), the partition function for the unbound ligand, must be specified. The latter may be equated to the number of configurations of a free ligand in solution.

In the calculations described in the subsequent Chapters, an approximate enumeration was obtained by counting ligand configurations on a lattice constructed by stacking planar, triangular lattices, so that each site in the bulk solution is characterized by coordination number \( 3z_1 \). This lattice was selected because of its relationship to the lattice on which the configurations of the desorbed loops and free ends of bound ligands were counted. Hence

\[ q_{x,u}(V) = \frac{V}{\nu_s} 3z_1 (3z_1 - 1)^{x-2} \]  \hspace{1cm} \text{(III.65)}
where $V$ is the volume of the solution and $v_s$ is the volume of a lattice site. Although this choice of enumeration procedure is somewhat arbitrary, the use of a different counting method simply would require the multiplication of all equilibrium constants by a constant factor and the shift of all binding isotherms along the log $c$ axis by a constant increment. Thus, the general conclusions of the present model are not affected by the value of $q_{x,u}(V)$.

The chemical potential of the ligand, $\mu$, is

$$\mu = \mu_0 + kT \ln c$$

(III.66)

where $c$ is the concentration of free ligand and $\mu_0$ is the standard chemical potential. The latter may be equated to the chemical potential of a solution in which $c=1$. Neglecting ligand-ligand interactions, the partition function for such a solution, $Q_{x,u}^0(N_u,V)$, is

$$Q_{x,u}^0(N_u,V) = \frac{\left(q_{x,u}(V)^{N_u}\right)}{N_u!}$$

(III.67)

where $N_u$ is the number of unbound ligands in a volume $V$ of solution.

---

1 Ligand-ligand interactions may be neglected since experimental binding studies are performed in solutions very dilute in ligand. This is an experimental limitation due to two considerations: (i) many ligands dimerize (carboxylic acids) or form micelles (alkyl sulfates and sulfonates) as the concentration is raised; (ii) partial or complete unfolding of the protein often is induced by high ligand concentrations (this effect is particularly characteristic of the alkyl sulfates). As discussed in Chapter V, the inability to study binding at high ligand concentrations can be a serious hindrance in the analysis of binding data.

2 Ligand-solvent interactions do not have to be included in the calculation of $\mu_0$ due to the choice of zero for the site-segment interaction energies.
when \( c=1 \). Thus

\[
\mu_0 = -kT \frac{\partial \ln Q^0_{x,u}(N_u,V)}{\partial N_u} = -kT \ln \frac{q_{x,u}(V)}{N_u}
\]

(A Model for Rigid Binding)

To better evaluate the importance of the flexibility of the bound ligand in quantitative discussions of protein-ligand interactions, a model in which segmented ligands are flexible in solution but bind in a single, rigid configuration also has been constructed. This model for rigid binding is essentially a statistical-mechanical formulation of the theory of multiple equilibria (Klotz, 1953) and is entirely equivalent to the latter. However, a statistical-mechanical treatment allows a more direct comparison of the results of this commonly used theory with those of the present model.

The basic statistical-mechanical formulae are identical to those of the model for flexible binding (equations III.1 to III.6). However, the expressions for the canonical partition functions for the individual ligands (cf. equation III.37) may be simplified considerably, since the internal degrees of freedom of the bound ligands are neglected and the ligands bind with a unique orientation to non-overlapping regions of the protein surface. For the case in which the \( M \) ligands are assumed to bind as one class (equation I.1), the canonical partition function for the binding of the \( N^{th} \) ligand to the protein is
\[ q_x(N,n_0,T) = (M-N+1)e^{-E/kT} \] (III.69)

where \((M-N+1)\) is a combinatorial factor giving the number of ways of placing the \(N\)th ligand on the protein. \(E\) is the energy of interaction when the entire ligand binds to the surface, in contrast to the flexible binding model in which the energies of individual site-segment interactions appear in the partition function (equation III.17). Since the unbound ligand is flexible, it may be described by the equations of the previous section.

If the bound ligands belong to more than one class (equation I.5), the grand canonical partition function for the system (cf. equation III.1) is written as the product of the grand canonical partition functions for the individual classes. The latter are formulated in the manner just described for single-class binding.
CHAPTER IV

RESULTS FOR HOMOGENEOUS SYSTEMS

The statistical-mechanical theory developed in Chapter III allows a calculation of two types of thermodynamic averages. First of all, parameters characterizing the configuration of the Nth bound ligand, the so-called configurational parameters, may be obtained from the canonical partition function $q_x(N, n_0, T)$ (equations III.46 to III.51). Secondly, from the grand canonical partition function $\Xi(\mu, n_0, T)$, the equilibrium properties of the system may be calculated (equations III.5 to III.6). Although quantities in the former category cannot be measured experimentally, their variation as $N$ ranges from one to $M$ provides a more detailed understanding of the equilibrium properties.

The properties of homogeneous systems, in which ligands with identical segments bind to surfaces with only one type of site, are presented in this Chapter. Although such systems are not representative of those encountered in actual binding studies, many features of the model can be illustrated most clearly in discussions of these simpler systems.\(^1\)

Heterogeneous systems, in which ligands with non-identical segments

\(^1\)If some simplifying assumptions are made regarding the immediate reversal correction factors, equation III.37, when applied to homogeneous systems, can be factored into contributions due to the vertical and horizontal motion of the ligand, allowing the model to be extended to the limit of very long chains. A further discussion is presented in Appendix C.
bind to surfaces composed of many types of sites, are considered in
Chapter V.

**Configurational Parameters**

When the ligands \( x=8 \) and \( x=4 \) bind to the lattice \( n_0=162 \) (\( D=4 \); see
Figure 8), the configurational parameters vary with \( xN \) (the number of
segments belonging to bound chains) as illustrated in Figures 11 to 15.\(^1\)
Data at three values of \( \epsilon \) are included. As \( N \) increases, the reduction
in the number of vacant surface sites results in larger contributions to
the partition function from configurations with fewer segments adsorbed
to the surface. Thus, the average fraction of segments adsorbed, \( \bar{\theta} \),
and the average length of an adsorbed stretch, \( \bar{s} \), decrease as addi­
tional ligands are bound (Figures 11 and 13). Through intermediate
values of \( xN \), the smallest decrease in \( \bar{\theta} \) is observed for \( \epsilon=-4kT \), since
the energy of the site-segment interaction dominates the free energy
change per segment upon binding, overriding the possible entropy gain
from the formation of loops and free ends. The resulting reduction in
the number of vacant surface sites is so large that a very sharp drop in
\( \bar{\theta} \) occurs as \( xN \) approaches \( n_0 \). The drop is somewhat larger for the
shorter ligand, since a larger change in \( \bar{\theta} \) results from the desorption
of a single segment. As \( |\epsilon| \) decreases, \( \bar{\theta} \) drops with increasing \( xN \) at
a more constant rate, since energy and entropy effects are balanced
more closely. At these lower values of \( |\epsilon| \), the drop is somewhat small-

\(^1\)It should be emphasized that the configurational parameters characterize
the \( N^{th} \) ligand being bound and are not averages of ligands one through \( N \).
Figure 11. The variation in $\bar{\theta}$, the average fraction of ligand segments adsorbed, with $xN$, the number of segments belonging to bound chains, for the ligands $x=8$ (---) and $x=4$ (---). All curves were obtained with the lattice $n_0=162$. The value of $\epsilon$ is indicated by each curve.
Figure 12. The variation in \( \tilde{l} \), the average number of adsorbed stretches, with \( xN \), the number of segments belonging to bound chains, for the ligands \( x=8 \) (---) and \( x=4 \) (----). The curves were obtained with the lattice \( n_0=162 \), with values of \( \epsilon \) as indicated.

Figure 13. The variation in \( \bar{s} \), the average length of an adsorbed stretch, with \( xN \), the number of segments belonging to bound chains, for the ligands \( x=8 \) (---) and \( x=4 \) (----). The curves were obtained with the lattice \( n_0=162 \), with values of \( \epsilon \) as indicated.
Figure 14. The variation in $\bar{d}$, the average length of a desorbed loop, with $xN$, the number of segments belonging to bound chains, for the ligands $x=8$ (---) and $x=4$ (----). The curves were obtained with the lattice $n_0=162$, with values of $\epsilon$ as indicated.

Figure 15. The variation in $\bar{d}_0$, the average length of a single desorbed end, with $xN$, the number of segments belonging to bound chains, for the ligands $x=8$ (—) and $x=4$ (----). The curves were obtained with the lattice $n_0=162$, with values of $\epsilon$ as indicated.
ler for the shorter ligand, since it is easier to find smaller clusters of contiguous vacant sites. $\Theta$ is larger for $x=4$ at the smaller values of $|\xi|$, since the shorter ligand can gain less entropy by forming loops (there are fewer ways of distributing a loop along a shorter ligand).

Additional desorbed segments can appear in either loops or free ends. For $x=8$, the average length of a single desorbed end, $\tilde{d}_0$, increases markedly with $xN$, while the average length of a loop, $\tilde{d}$, remains almost constant (Figures 14 and 15). However, at $\epsilon=-4kT$, the total number of segments in loops does increase, since the average number of loops, $\tilde{l}-1$, increases (Figure 12). Increases in the number of loops rather than in $\tilde{d}$ are favored because a larger number of configurations is gained by increases in $\tilde{l}$ (through the additional states of adsorption available to the ligand) than in $d$. At $\epsilon=-kT$, configurations with $d_0>1$ predominate. Therefore, the additional desorbed segments appear almost exclusively in free ends, since desorbed segments in free ends exceeding one segment in length have a larger number of configurations than loops of an equivalent length. In addition, some of the ends lengthen at the expense of loops, causing $\tilde{l}$ to decrease as $xN$ approaches $n_0$. The graph of $\tilde{l}$ vs. $xN$ for $\epsilon=-2kT$ exhibits a maximum, since $\tilde{l}$ increases until $\tilde{d}_0$ becomes sufficiently large to favor free end formation instead of additional loops.

For $x=4$, where the maximum number of loops is one and the number of states of adsorption with a single loop is limited by the small value of $x$, the increase in desorbed segments with $xN$ occurs almost totally in the
free ends. The increases in $\tilde{I}$ at $\epsilon = -4kT$ and $\epsilon = -2kT$ (low $xN$) are less marked than those for $x=8$, since such rises are possible only with a decrease in $\tilde{d}$ due to the short length of the chain. As $\epsilon = -kT$ and $\epsilon = -2kT$ (high $xN$), decreases in $\tilde{I}$ also are observed for $x=4$, but are not as sharp as those for $x=8$ since the $d_0$ values are smaller.

The effect of energy on the configurational parameters for the ligand $x=8$ is summarized in Table I, which shows these parameters for $N=1$.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$\tilde{\theta}$</th>
<th>$\tilde{I}$</th>
<th>$\tilde{s}$</th>
<th>$\tilde{d}$</th>
<th>$d_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-kT$</td>
<td>0.561</td>
<td>1.87</td>
<td>2.41</td>
<td>1.64</td>
<td>1.05</td>
</tr>
<tr>
<td>$-2kT$</td>
<td>0.831</td>
<td>1.70</td>
<td>3.91</td>
<td>1.28</td>
<td>0.23</td>
</tr>
<tr>
<td>$-4kT$</td>
<td>0.975</td>
<td>1.14</td>
<td>6.86</td>
<td>1.15</td>
<td>0.02</td>
</tr>
</tbody>
</table>

*Table I

The values shown are for the ligand $x=8$ binding to the lattice $n_0=162$ when $N=1$.

The present model allows a treatment of binding to a patch of sites as well as a lattice which covers a complete surface. Figure 16 illustrates the configurational parameters for a patch of 25 sites (corresponding to a single face of the lattice $D=6$, omitting the corner sites; see Figure 9) for the ligand $x=4$ at three values of $\epsilon$. The trends observed are consistent with those for the complete surface and require no further explanation.

A better patch-total surface comparison is made in Figure 17, which illustrates the configurational parameters for the ligand $x=6$ binding to a patch and a complete surface with an identical number of
Figure 16. Configurational parameters for the ligand $x=4$ binding to a patch of sites ($n_0=25$), with values of $\epsilon$ as indicated. The curves are similar to those in Figures 11 to 15 for binding to a complete surface.
Figure 17. Configurational parameters for the ligand \( x=6 \) binding to a complete surface (---) and a patch (---) of identical size \( (n_0=42) \). All curves were calculated with \( \epsilon = -2kT \). The presence of edges on the patch becomes evident as \( xN \) increases.
sites \((\mathcal{N}=42\), corresponding to a single face of the lattice \(D=8\), omitting the corner sites, and the complete surface \(D=2\), respectively; see Figure 8). At low \(xN\), the average properties are nearly indistinguishable for the two cases. However, the presence of boundaries on the patch becomes evident as additional ligands are bound. Thus, larger decreases in \(\bar{\delta}\), \(\bar{s}\), and \(\bar{t}\) and a sharper increase in \(\bar{d}_0\) are observed for the patch. An interesting feature is the presence of a maximum in the \(\bar{d}\) vs. \(xN\) curve for the patch. Because of the reduced coordination number of the boundary sites, the first ligands bind preferentially in configurations which occupy the interior sites. The ligands \(N=5\) and \(N=6\) bind by forming a large loop over the occupied class 9 and class 10 sites, causing an increase in \(\bar{d}\), but such a loop no longer is possible for the ligand \(N=7\) since the sites of classes 4, 6, and 8 no longer are available. Thus, \(\bar{d}\) drops after \(N=6\) and the desorbed segments appear as free ends.

**Equilibrium Properties**

Figure 18 illustrates binding isotherms\(^1\) for the ligands \(x=8\) and \(x=4\) binding to the lattice \(\mathcal{N}=162\) at three values of \(\epsilon\) (cf. Figures 11 to 15).

The position of the curve shifts to lower \(c\) values as \(\epsilon\) becomes more

---

\(^1\)An advantage of such a plot for the representation of binding data is that the conclusions drawn from it are unaffected by the method of calculating \(\mu_0\), the standard chemical potential of the ligand, from the partition function for the unbound ligand (equation III.68), since a change in \(\mu_0\) simply would shift the positions of all isotherms along the log \(c\) axis by a constant amount. In anticipation of applications of the model, the value of \(v_s\), the volume of a site, used to calculate \(\mu_0\) is that appropriate for hydrocarbon segments (Chapter V).
Figure 18. Isotherms for the ligands $x=8$ (—) and $x=4$ (—--) binding to the lattice $n_0=162$, with values of $\epsilon$ as indicated. The variations in the position and shape of the isotherms with $\epsilon$ and $x$ are discussed in the text.

Figure 19. Isotherms for totally adsorbed ligands. The curves were obtained for the ligand $x=8$ binding to the lattice $n_0=162$ (cf. Figure 18). However, the ligands were constrained to bind with all segments adsorbed to the surface ($S=\{0,x,0\}$). The value of $\epsilon$ is indicated by each curve.
negative since the energy gained upon binding is better able to com­
sate for the resulting loss of translational and configurational entropy.

Such a correlation between binding energy and curve position, in which
the more negative energy values are associated with binding at lower
values of \( c \), has been stressed by other workers in discussions of enzyme-
substrate complexes (Koshland et al., 1966).

The isotherms of Figure 18 are not symmetrical about their mid-
points. Broadening is observed as saturation is approached since the
decrease in the number of vacant surface sites reduces the number of
configurations available to additional ligands, making their binding
more difficult. This flattening is most marked for \( \epsilon = -4kT \), because
the high \( \tilde{e} \) values result in a more rapid depletion of the vacant surface
sites by the first ligands bound. Deviations of binding curves from
symmetry also have been noted in studies of enzyme-substrate com-
plexes (Koshland et al., 1966). Cooperativity is said to occur when
the first substrate molecules bound facilitate the binding of additional
substrate molecules, causing the binding curves to steepen. On the
other hand, broadening of enzyme-substrate binding curves is said to
result from negative cooperativity, when the first substrate molecules
bound make the binding of additional substrate molecules more diffi-
cult. Thus, the flattening of the isotherms in the present model may be
referred to as negative cooperativity because of its formal similarity to
the broadening of enzyme-substrate binding curves. However, whereas
the negative cooperativity observed in enzyme-substrate interactions
generally is attributed to conformational changes in the protein (Koshland et al., 1966), the form of negative cooperativity found in the present model has a totally different origin and might be characterized as a type of ligand-ligand interaction, differing from a direct energetic interaction (such as the electrostatic effects in multiple ionization (Klotz, 1953)).

The fraction of the maximum number of ligands bound, $\tilde{N}/M$, has been used as the ordinate in Figure 18 to establish the effect of chain length on the binding isotherm. The isotherm shifts to lower $c$ values as $x$ is increased, since the energy of the site-segment interaction dominates the free energy change per segment upon binding. The isotherm for $x=4$ is somewhat steeper than that for $x=8$ since it is easier to find smaller clusters of contiguous vacant surface sites. Thus, the negative cooperativity responsible for flattening is less for the shorter ligand.

As a further illustration of the negative cooperativity of the present model, isotherms have been obtained for the case in which all segments of the bound ligands are adsorbed to surface sites, no loops or free ends being permitted ($S=\{0,x,0\}$). As illustrated in Figure 19, the curves are equally broad at all values of $\epsilon$ since $\bar{\theta}=1.0$ in each case, resulting in a maximum amount of negative cooperativity.

When ligand binding to a patch of sites is studied as a function of $\epsilon$, the variations in curve position and shape are identical to those described for a lattice which covers a complete surface (Figure 20; cf. Figure 16). Isotherms for a patch and a complete surface with an identical number of sites are compared in Figure 21. As a result of the
Figure 20. Isotherms for the ligand $x=4$ binding to a patch of 25 sites, with values of $\epsilon$ as indicated. The variations in curve position and shape with $\epsilon$ are similar to those observed for the lattice which covers a complete surface (Figure 18).

Figure 21. Isotherms for the ligand $x=6$ binding to a complete surface (---) and a patch (---) of identical size ($n_0=42$). Both curves were calculated with $\epsilon=-2kT$. Due to edge effects, binding to the patch is somewhat more difficult than binding to the complete surface.
edge effects mentioned in the discussion of configurational parameters (Figure 17), binding to the patch is somewhat more difficult.

As discussed in Chapter I, when the commonly used theory of multiple equilibria (Klotz, 1953) forms the theoretical framework for analyzing protein-ligand interactions, flexible ligands are assumed to bind in a rigid configuration. Using the model for rigid binding discussed in Chapter III, a comparison of the isotherms for single-class binding in the theory of multiple equilibria with those for homogeneous systems in the present model is possible. For example, the isotherms illustrated in Figure 22 are obtained when the systems of Figure 18 are studied under the conditions of rigid binding. The resulting curves are symmetrical about their midpoints, as expected for single-class binding (Figure 1), and there is no variation in curve shape with energy. The shift in position as the energy is varied is in the direction observed in the model for flexible binding. However, in contrast to the latter, the entropy loss per segment dominates the free energy change per segment at $\epsilon = -2kT$, and the position of the isotherm shifts to higher values of $c$ when the chain length is increased. With rigid binding, values of $|\epsilon| > 2kT$ are necessary to produce the opposite chain length dependence, since the bound ligand lacks configurational entropy, giving a much larger entropy loss per segment.

In the rigid binding model, as in the theory of multiple equilibria, when all ligands bind as one class the equilibrium constants for the formation of successive protein-ligand complexes differ only by a statistical factor which accounts for the different ways of placing the ligands
Figure 22. Isotherms for rigid binding. The curves for the ligand $x=8$ (—) were obtained with $M=20$ and $E=8\epsilon$, while those for $x=4$ (---) were obtained with $M=40$ and $E=4\epsilon$, allowing a comparison with the isotherms of Figure 18. Although the variation in curve position with $\epsilon$ is similar to that found in the model for flexible binding, the variation in position with $x$ is opposite to that found in the flexible binding model. The curve shape is not affected when either $x$ or $\epsilon$ is varied, in contrast to the flexible binding model.
on the protein. Thus, each constant can be written as the product of a statistical factor and an intrinsic association constant, the same for all $N$ (equation I. 2). For such systems, plots of $\bar{N}/c$ vs. $\bar{N}$ or $1/\bar{N}$ vs. $1/c$ will be linear (Figure 1). A very significant feature of the present model for flexible binding is that the above two plots fail to be linear, even for homogeneous systems (Figures 23 and 24). Due to the neglect of the internal degrees of freedom of the bound ligands in the rigid binding model, single-class binding not only implies that the surface is chemically homogeneous, but that all ligands bind in an identical configuration as well. In the present model, in which the flexibility of the bound ligands is included, any given ligand can bind in many different configurations. The number of possible configurations decreases as additional ligands are bound, so that the ligands do not bind in an identical fashion even though all of the binding sites are chemically the same. Each ligand binds with a characteristic equilibrium constant which reflects its unique manner of binding as well as simple statistical considerations. Hence, the conventional plots for multiple equilibria are not linear. The asymmetry of the isotherms (Figures 18 to 21) also results from this failure of the ligands to bind in an identical configuration.

Figure 25 illustrates the variation in the equilibrium constants as successive ligands are bound (equation III. 6), as calculated with the present model and the model for rigid binding.
Figure 23. A Scatchard plot of binding data calculated by the present model (cf. Figure 18). The plot is not linear even though the system is homogeneous.

Figure 24. A double-reciprocal plot of binding data calculated by the present model (cf. Figure 18). The plot is not linear even though the system is homogeneous.
Figure 25. The variation in log $k_N$, the logarithm of the equilibrium constant for the binding of the Nth ligand, with $xN$, the number of segments belonging to bound chains. The results calculated with the present model for flexible binding (—) may be compared with those obtained with the rigid binding model (---), in which the equilibrium constants differ only by a statistical factor.
CHAPTER V

RESULTS FOR HETEROGENEOUS SYSTEMS

Physical Parameters

Appropriate values for several physical parameters must be obtained before heterogeneous systems (in particular, the interactions between substituted alkanes and proteins) can be treated with the present model.

Definition of the Ligand Segment

The segment of the ligand, as defined for the purposes of enumerating configurations, corresponds to a step in the random walk of the ligand chain. This so-called statistical segment (Flory, 1953) need not correspond to the chemical segment of the ligand on a one-to-one basis (for the hydrocarbon portion of the substituted alkanes, the latter would be defined as a methylene group (-CH$_2$-)). In fact, a one-to-one correspondence between statistical and chemical segments would be somewhat unrealistic given the triangular lattice of the present model, since adjacent carbon-carbon bonds always form a tetrahedral angle (109.5°). Thus, it is more realistic to equate two chemical segments to a single statistical segment, which allows the ligand to be accommodated quite easily on a triangular lattice. This choice of statistical segment has the additional advantage of reducing the size of the systems, thereby simplifying the calculations.\(^1\) This

\(^1\)The naturally-occurring substituted alkanes, as well as those most frequently used experimentally, have an even number of carbon atoms.
definition of the statistical segment for the hydrocarbon portion of the ligand suggests that the (non-carbon) atoms of the ionic or polar head group be regarded as a single segment.

**Volume of a Site**  The volume of a site, $v_s$, may be equated to the volume of the statistical segment. From the known bond lengths, bond angles, and van der Waals radii characterizing the atoms of a hydrocarbon chain (Scheraga, 1968), an estimated value of $48 \, \text{Å}^3$ has been calculated,\(^1\) equivalent to a sphere of radius ($r_s$) $2.25 \, \text{Å}$. A very similar estimate for the $-\text{CH}_2-\text{CH}_2-$ volume, $42 \, \text{Å}^3$, has been obtained from Courtauld's models (Poland and Scheraga, 1965).\(^2\)

**Surface Sites** The precise chemical grouping to which the term site is to be applied must correspond in size to the previously defined statistical segment and the resulting value of $v_s$. Thus, the backbone portion of each amino acid is divided into two sites, corresponding to the carbonyl group ($\equiv \text{C}=\text{O}$) and the $\alpha$-carbon-amide group ($-\text{NHC} \equiv \text{H}$), respectively. A nonpolar (hydrocarbon) site is defined as two methylene groups ($-\text{CH}_2-\text{CH}_2-$) to correspond directly to a hydrocarbon segment. Most polar and ionic groups on amino acid side chains ($-\text{COO}^-$, $-\text{NH}_3^+$, $-\text{CH}_2\text{OH}$, etc.) constitute a single site. Other assignments can be

---

\(^1\) The volumes of the head groups of interest do not differ sufficiently to warrant the use of an additional parameter.

\(^2\) It should be emphasized that $v_s$ appears only in the calculation of $q_{x,u}^{(V)}$, the partition function for the unbound ligand, and hence $\mu_0$, the standard chemical potential of the ligand. Thus, none of the conclusions of the present model is affected by the value of $v_s$. 
made in a manner consistent with these examples.

An estimate of the number of surface sites on a protein of a given size is needed. Two sites are necessary to represent the backbone of each amino acid, and the side chain volumes cited by Waugh (1954) suggest an average of two sites per amino acid side chain. Thus, a protein with $n$ amino acids contains a total of $4n$ sites. If a protein is not too different from spherical, an estimate of the number of the $4n$ sites which lie on the surface can be obtained by comparing the volume of a shell of thickness $2r_s$ to the total volume, $4nv$. For a small protein such as myoglobin (with $n \approx 150$), approximately 325 sites would appear on the surface, while a larger protein such as hemoglobin or serum albumin (with $n \approx 575$) would require approximately 900 surface sites. In many applications, however, a patch of sites is used to represent the binding region, and no fixed relationship between the size of the patch and the size of the protein is necessary.

Site-Segment Interaction Energies No precise values for the energies of interaction between various ligand segments and surface sites are available, either from theoretical or empirical considerations. However, estimates for these energies can be obtained with the aid of methods currently being developed for calculating protein conformations from known amino acid sequences (Scheraga, 1968). The segment and site are assumed to contact each other such that their constituent atoms are separated by a distance equal to the sum of their van der Waals radii, at which the potential energy of interaction between the atoms is
a minimum. Furthermore, it is assumed that standard bond length and bond angle values apply, and that no energy contributions from torsion about single bonds result when forming a given contact. The interaction energy (equation III.17) is equated to a sum of contributions from nonbonded (van der Waals) interactions, electrostatic interactions, and desolvation

$$\varepsilon^{(n)}_j = \varepsilon^{(n)}_{NB,j} + \varepsilon^{(n)}_{E,j} + \varepsilon^{(n)}_{S,j}$$  \hspace{1cm} (V.1)

where the subscripts NB, E, and S refer to the contribution from nonbonded interactions, electrostatic interactions, and desolvation, respectively.

To calculate the nonbonded contribution, $\varepsilon^{(n)}_{NB,j}$, the Lennard-Jones '6-12' potential is used (Scheraga, 1968)

$$\varepsilon^{(n)}_{NB,j} = \sum_{i,k} a_{ik} \frac{\beta_{ik}}{r'^{12}} - \frac{\beta_{ik}}{r'^{6}}$$ \hspace{1cm} (V.2)

where the summation is over all extended atoms of the site and segment in question, $a_{ik}$ and $\beta_{ik}$ are the coefficients for repulsion and attraction, respectively, and $r'$ is the distance between extended atoms $i$ and $k$ and is equated to $r_{ik}$, the sum of their van der Waals radii. The coefficient $\beta_{ik}$ is calculated from the Slater-Kirkwood equation (London, 1937; Pitzer, 1959)

$$\beta_{ik} = \frac{\Delta_i \Delta_k}{\sqrt{\left(\Delta_i^{-1}\right)} + \sqrt{\left(\Delta_k^{-1}\right)}} \frac{3 \frac{q_e}{m_e}}{2}$$ \hspace{1cm} (V.3)

\footnote{For simplicity, hydrogen atoms are not considered individually. Instead, they are regarded as part of an extended atom, such as -CH$_2$- or -NH- (Gibson and Scheraga, 1967).}
where $q_e$ is the electronic charge, $m_e$ is the electronic mass, $h$ is Planck's constant, $\Delta_i$ and $\Delta_k$ are the atomic polarizabilities of the extended atoms $i$ and $k$, respectively, and $\Lambda_i$ and $\Lambda_k$ are the effective number of outer-shell electrons for the extended atoms in question.

Values for the parameters $\Delta$ and $\Lambda$ have been obtained from Gibson and Scheraga (1967). The coefficients $a_{ik}$ are evaluated by solving the equations

$$\left( \frac{a_{ik}}{r} - \frac{\beta_{ik}}{6} \right) = 0 \quad (V.4)$$

The electrostatic contribution, $E_{ij}^{(n)}$, is a sum of Coulomb interactions between all pairs of extended atoms of the site and segment (Hirschfelder et al., 1954). For a charged atom $i$ and a polar atom $k$ (charge-dipole interaction), the contribution is

$$-\frac{1}{3kT} \left( \frac{q_i^2 \mu_k^2}{4 \rho_{ik} D} \right) \quad (V.5)$$

where $q_i$ is the charge on atom $i$, $\mu_k$ is the dipole moment of atom $k$, and $D$ is the local dielectric constant of the medium, taken as 3.5 in the vicinity of a protein in aqueous solution (Brant and Flory, 1965).

When the interaction is between two polar atoms (dipole-dipole interaction)

$$-\frac{2}{3kT} \left( \frac{\mu_i^2 \mu_k^2}{6 \rho_{ik} D} \right) \quad (V.6)$$

The contribution for a charged atom $i$ and a nonpolar atom $k$ (charge-induced dipole interaction) is
Electrostatic interactions between a polar and a nonpolar atom (dipole-induced dipole interactions) are sufficiently weak to be neglected. Similarly, dipole-dipole, charge-induced dipole, and dipole-induced dipole interactions may be neglected in the calculation of charge-dipole interactions (equation V.5), and dipole-induced dipole interactions may be neglected in the calculation of dipole-dipole interactions (equation V.6) and charge-induced dipole interactions (equation V.7). Estimates for electrostatic contributions due to charge-charge interactions have been obtained from Arvidsson (1965).

The desolvation contribution, \( S_j^{\epsilon(n)} \), is equated to the sum of the energies of desolvating the extended atoms involved in the interaction. The contribution from a given atom consists of a desolvation energy per water molecule removed multiplied by the number of water molecules displaced when the contact is established. Estimates for the latter may be obtained by dividing the volumes of the approaching extended atoms (Bondi, 1964) by \( 30 \text{Å}^3 \), the volume of a water molecule (Gibson and Scheraga, 1967). Given the polar character of a water molecule, the desolvation energies for charged and polar groups may be calculated as charge-dipole and dipole-dipole interactions, respectively (equations V.5 and V.6). Estimates of nonpolar group desolvation energies may be obtained from the thermodynamic properties of aqueous solutions of the hydrocarbons (Némethy and Scheraga, 1962; Gibson and Scheraga,
Selected site-segment interaction energies are presented in Table II. The values listed include those which appear in the calculations discussed in the subsequent sections of this Chapter. Because the carboxylic acids are among the most commonly encountered flexible ligands, they will be emphasized in the results presented below. The \(\epsilon\)-amino group of lysine has been selected as the ionic site to which the carboxyl segment binds, based on the evidence of Teresi (1950) and Spector et al. (1969). Electrostatic interactions between these sites have been neglected. All calculations have been performed at \(T=25^\circ C\).

### Table II

<table>
<thead>
<tr>
<th>Site</th>
<th>(\epsilon) (cal/mole) (^1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Carboxyl Segment</td>
</tr>
<tr>
<td>(-\text{NH}_3^+)</td>
<td>-5000</td>
</tr>
<tr>
<td>(&gt;\text{C}=\text{O})</td>
<td>-2700</td>
</tr>
<tr>
<td>(-\text{NHC}^a)</td>
<td>-1500</td>
</tr>
<tr>
<td>(-\text{CH}_2\text{OH})</td>
<td>-2000</td>
</tr>
<tr>
<td>(-\text{CH}_2\text{-CH}_2^-)</td>
<td>(\approx \infty)</td>
</tr>
<tr>
<td>(-\text{COO}^-)</td>
<td>(\approx \infty)</td>
</tr>
</tbody>
</table>

\(^1\)Interactions between a segment and site of like charge or between hydrocarbon groups and ionic groups are so unfavorable that the energies have been assigned the value \(\infty\), giving a Boltzmann factor of zero for these contacts.
Many of the general properties of heterogeneous systems can be illustrated using a lattice with just two types of sites. A surface with 12 ionic sites (-NH$_3^+$) and 150 nonpolar sites (-CH$_2$-CH$_2$-) can be constructed from the lattice $n_0=162$ by assigning ionic groups to the class 1 sites and nonpolar groups to the sites of classes 2 and 3 (see Figure 8). Figure 26 illustrates the variations in $\bar{\theta}$ and $\bar{d}_0$ with $xN$ for the carboxylic acids $x=9$ and $x=5$. The energy of the carboxyl segment-amino group interaction is so favorable that the first 12 ligands bind almost exclusively in configurations with their carboxyl segments adsorbed to ionic sites. Thus, a sharp increase in $\bar{d}_0$ and a resulting drop in $\bar{\theta}$ occur at $N=12$ since configurations with $d_0>1$ are the only ones available thereafter. The more gradual changes in $\bar{\theta}$ and $\bar{d}_0$ reflect the reduced availability of vacant surface sites, as observed in homogeneous systems (Figures 11 and 15).

As illustrated in Figure 27, similar variations in $\bar{\theta}$ and $\bar{d}_0$ occur when binding to a patch of ionic and nonpolar sites is considered ($n_0=25$; cf. Figure 16). The results with one ionic site (the single class 7 site) may be compared with those obtained with three ionic sites (the class 4 sites). The sharp changes in $\bar{\theta}$ and $\bar{d}_0$ when $N$ exceeds the number of ionic sites are somewhat larger for the latter case, since fewer vacant nonpolar sites are available. 

\*Attention will be focused on two parameters, $\bar{\theta}$ and $\bar{d}_0$ (the latter referring only to the carboxyl end of the ligand), which are especially sensitive to the effects of heterogeneity.\*
Figure 26. Variations in $\bar{\theta}$, the average fraction of ligand segments adsorbed, and $\bar{d}_0$, the average length of the free carboxyl end, with $xN$, the number of segments belonging to bound chains, for the carboxylic acids $x=9$ (•--•) and $x=5$ (•--•). The curves were calculated for the lattice $n_0=162$, with 12 ionic sites and 150 nonpolar sites. A marked change in the average configuration of the ligands occurs at $N=12$, corresponding to the saturation of the ionic sites.
Figure 27. Variations in the configurational parameters \( \bar{\theta} \) and \( \bar{d}_0 \) for the carboxylic acid \( x=5 \) binding to a patch of 25 sites. The curves on the left were obtained with one ionic site and 24 nonpolar sites, while those on the right were obtained with three ionic sites and 22 nonpolar sites.
sites remain after the ionic sites are occupied.

The specific position of the ionic sites is relatively unimportant in determining the behavior of the parameters $\bar{\theta}$ and $\bar{d}_0$, as shown in Figure 28, which illustrates binding to a patch of 42 sites (cf. Figure 17) with three ionic sites located either near the center of the patch (the class 9 sites) or near its corners (the class 4 sites).\(^1\) Figure 28 also illustrates the effect of introducing additional types of sites, such as polar sites representing the chemical groups of the peptide backbone. Thus, in the central arrangement, $-\text{NHC}_H^a$ groups have been placed on the class 8 sites and $\text{>C}=\text{O}$ groups on the sites of classes 7 and 10, while $-\text{NHC}_H^a$ groups and $\text{>C}=\text{O}$ groups have been placed on class 3 and 2 sites, respectively, in the corner arrangement, for a total of 12 polar sites in each case.\(^2\) With such additional heterogeneity, the changes in the configurational parameters are not as sharp as those for the surfaces with just two types of sites, since the polar sites remain as possible binding sites for the carboxyl segment after the ionic sites are filled.

Considering the lattices with polar sites in more detail, the rise in $\bar{d}_0$ and drop in $\bar{\theta}$ are largest for the corner arrangement, since the configurations containing carboxyl segment-polar site interactions make a smaller contribution to the partition function due to the reduced coordi-

---

\(^1\)When referring to these two arrangements of ionic sites, the terms central arrangement and corner arrangement will be used.

\(^2\)The polar sites have been placed near the ionic sites because such an arrangement is most consistent with current concepts of protein structure.
Figure 28. Variations in the configurational parameters $\bar{\theta}$ and $\bar{d}_0$ for the carboxylic acid $x=5$ binding to a patch of 42 sites, with 39 nonpolar sites and three ionic sites (•—•). The results obtained with the ionic sites located near the center of the patch (central arrangement) may be compared with those obtained with the ionic sites located near the corners (corner arrangement). The effects of introducing 12 polar sites in the vicinity of the ionic sites in each arrangement are indicated (---). In the central arrangement, a patch with six polar sites and three ionic sites also has been studied (——).
nation number of the polar sites in this arrangement. The \( n_j(N-1) \) values indicate that those carboxyl segments which are adsorbed after \( N=3 \) for the corner arrangement bind preferentially to \(-\text{NHC}_\text{H}^a\)-sites, since the greater inaccessibility of the \( >\text{C}=\text{O} \) sites (in this particular arrangement) overrides their energetic advantage (Table II). But after \( N=6 \), the availability of surface sites has been curtailed considerably and the possible energy gain for binding a carboxyl segment to the relatively vacant \( >\text{C}=\text{O} \) sites becomes more important, causing a decrease in \( d_0 \) at high values of \( N \). An accompanying rise in \( \delta \) does not occur, however, due to the scarcity of vacant nonpolar sites.

For the central arrangement, the ligands after \( N=3 \) bind with their carboxyl segments attached primarily to the \( >\text{C}=\text{O} \) sites, since the latter not only are favored energetically over the \(-\text{NHC}_\text{H}^a\)-sites, but are occupied to a lesser extent by previously bound hydrocarbon segments as well (for the latter, the \(-\text{NHC}_\text{H}^a\)-sites are favored energetically over the \( >\text{C}=\text{O} \) sites; see Table II). The accelerated rise in \( d_0 \) after \( N=6 \) results from the reduced accessibility of the \( >\text{C}=\text{O} \) sites.

Figure 28 also illustrates configurational parameters for the case in which the central arrangement includes only six polar sites (-\( \text{NHC}_\text{H}^a \)-groups on the class 10 sites and \( >\text{C}=\text{O} \) groups on the class 7 sites). On this lattice, as with the central arrangement with 12 polar sites, the carboxyl segments bind preferentially to the \( >\text{C}=\text{O} \) sites after \( N=3 \). The rather marked change in the parameters at \( N=6 \) reflects the saturation of the three \( >\text{C}=\text{O} \) sites; binding of the carboxyl segment to \(-\text{NHC}_\text{H}^a\)-sites
does not occur thereafter due to the reduced accessibility of these sites.

**Equilibrium Properties**

Isotherms for the carboxylic acids x=9 and x=5 binding to the lattice \( n_0 = 162 \) with 12 ionic sites (cf. Figure 26) are presented in Figure 29. The curves might be described as biphasic, since an intermediate plateau occurs at \( N = 12 \) (corresponding to the saturation of the ionic sites) followed by another rise to the final plateau at \( \tilde{N} = M \) (representing the binding of ligands with free carboxyl ends). The second phase occurs at higher ligand concentrations in the absence of the favorable energy contribution from the carboxyl segment-amino group interaction.

The first phase of the isotherm is broader for the ligand x=9 since the 12 ionic sites are saturated at \( xN = 108 \), while the corresponding number is only 60 for x=5 so that less broadening due to negative cooperativity results. A similar correlation between chain length and isotherm broadness is found in the second phase of the curves. For the ligand x=5, the second phase is even steeper than the curve expected for the binding of four hydrocarbon segments to the available number of nonpolar sites. Due to the entropy gain possible when \( d_0 > 1 \) (\( H_0(n) > 1 \) for \( n > 1 \)), the prior formation of a free end by the carboxyl segment favors the lengthening of that end. As a result, the ligands bound subsequently to \( N = 12 \) have lower \( \tilde{\theta} \) values than would be anticipated given the hydrocarbon segment-nonpolar site interaction energy (\( \approx -2kT \) at 25°C; see Figure 18), steepening the isotherm. No such effect is possible for x=9,
Figure 29. Isotherms for the carboxylic acids $x=9$ (---) and $x=5$ (---) binding to the lattice $n_0=162$ with 12 ionic sites. The marked change in the average configuration of the ligands when the ionic sites are saturated (Figure 26) produces an intermediate plateau in the curve at $\bar{N}=12$, giving a bi-phasic isotherm.

Figure 30. Isotherms for the carboxylic acids $x=7$ (---) and $x=5$ (---) binding to a patch of 25 sites with one ionic site. An intermediate plateau is observed at $\bar{N}=1$. 
for at the extent of nonpolar site occupancy at \( N=12 \), hydrocarbon segments would form a free end even if the unbound carboxyl segment were not present.

Isotherms for a patch of 25 sites with one ionic site (cf. Figure 27) are shown in Figure 30. As for the lattice which covers a complete surface, the isotherms are biphasic with an intermediate plateau at a value of \( \tilde{N} \) corresponding to the saturation of the ionic sites, and comparable effects of chain length on isotherm position and shape are observed.

Figure 31 illustrates binding to a patch of 42 sites with three ionic sites in two different arrangements (cf. Figure 28). The location of the ionic sites hardly affects either the position or the shape of the isotherms. The introduction of 12 polar sites in each arrangement shifts the first phase of the curve to higher values of \( c \), since a smaller amount of energy is gained when ligands bind in configurations with some hydrocarbon segments adsorbed to polar sites (such configurations will occur since the polar sites are adjacent to the ionic sites). On the other hand, the presence of polar sites shifts the second phase of the isotherms to lower values of \( c \), because of the energy gained from carboxyl segment-polar site interactions (without the polar sites, the carboxyl segment would be unbound). In both phases, the shifts are larger for the central arrangement, in which most of the polar sites are hexa-coordinated so that configurations which include them make larger contributions to the partition function. As might be expected, the isotherm for the central arrangement with only six polar sites (cf. Figure 28) would fall between the two illustrated for the central arrangement.
Figure 31. Isotherms for the carboxylic acid $x=5$ binding to a patch of 42 sites with three ionic sites (---). In the upper figure, the ionic sites are located near the center of the patch (central arrangement), while in the lower figure they are located near the corners (corner arrangement). The effects of introducing 12 polar sites in the vicinity of the ionic sites also are indicated (---).
Thus, the general effect of introducing polar sites is to decrease the difference in position between the two phases of the isotherm, shortening the intermediate plateau region. Further studies have shown that if a sufficiently large number of polar sites is introduced (for example, if less than one-half of the lattice sites are nonpolar sites), the intermediate plateau disappears almost entirely, and the isotherm appears to be a simple, sigmoidal curve similar to those obtained for homogeneous systems. Thus, if a sigmoidal binding isotherm is observed in an experiment, this in itself does not establish that the binding region is chemically homogeneous. Conversely, the presence of a marked intermediate plateau may be taken as evidence that a fairly large number of nonpolar sites is present in the vicinity of the ionic sites.

**Comparison with Experimental Data**

Experimental data for the binding of hexadecanoic (palmitic) acid to serum albumin (Goodman, 1958) are presented in Figure 32. The results are typical of those observed in other binding studies using carboxylic acids, alkyl sulfates, and other long-chain flexible ligands (Karush and Sonenberg, 1949; Teresi and Luck, 1952; Ray et al., 1966; Reynolds et al., 1967, 1968; Spector et al., 1969). If the theory of multiple equilibria (Klotz, 1953) is used as the theoretical framework for analyzing protein-ligand interactions, the nonlinearity of the Scatchard plot indicates that the ligands do not bind as a single class (Chapter I). In the example under discussion (Goodman, 1958), smooth curves that fit the data points
Figure 32. Experimental binding isotherm (left) and Scatchard plot (right) for the interaction of hexadecanoic (palmitic) acid with serum albumin (SA) (Goodman, 1958). The points correspond to actual experimental observations; the smooth curves represent a three-class fit of the data according to the theory of multiple equilibria (equation 1.5). The data are typical of those observed in other binding studies using carboxylic acids, alkyl sulfates, and other long-chain flexible ligands (references are listed in the text).
quite well were obtained by assuming that the bound ligands belong to three classes (in accordance with equation 1.5). As discussed below, the significance of such an analysis has certain limitations, especially since it is impossible experimentally to achieve saturation of the protein with ligand. Nevertheless, it is clear that the general features of the experimental points as well as the curve fitted to them are similar to those observed for heterogeneous systems in the present model. Most important, the isotherm is biphasic. The position of the intermediate plateau suggests that six ionic sites are present.

To demonstrate that the present model for flexible binding better represents experimental data than the theory of multiple equilibria in which the ligands bind rigidly, experimental isotherms for the binding of hexadecanoic and dodecanoic (lauric) acids to serum albumin (Goodman, 1958) are compared with those calculated using the present model and the rigid binding model for the lattice $n_0=162$ with 12 ionic sites\(^1\) (Figure 33). Only the present model can explain the experimental observation that the strength of binding increases with the chain length of the ligand. In contrast, the rigid binding model predicts a decrease in the strength of binding with increasing chain length. Furthermore, with the specific set of physical parameters used, the isotherms for rigid binding occur at concentrations several orders of magnitude above those obtained

---

\(^1\)This system corresponds to two-class binding in the rigid model. The first class contains 12 members which form one carboxyl segment-ionic site contact and $x-1$ hydrocarbon segment-nonpolar site contacts, while the second class contains $M-12$ members which bind with $x-1$ hydrocarbon segment-nonpolar site interactions only.
Figure 33. Comparison of experimental isotherms (left) for the binding of hexadecanoic (palmitic) and dodecanoic (lauric) acids to serum albumin (Goodman, 1958) with the isotherms calculated using the present model for flexible binding (center) and the rigid binding model (right). To facilitate the comparison of the curves, the ordinates have been chosen so that all intermediate plateaus occur at the same vertical level. Only the model for flexible binding predicts the experimental observation that the strength of binding increases as the chain length of the ligand increases. Furthermore, the isotherms for flexible binding occur at concentrations much closer to those observed experimentally.
experimentally, whereas the positions of the isotherms of the present model are much closer to those actually observed.

A quantitative demonstration of the chain length dependence is presented in Figure 34, in which $\Delta F_1^0$, the change in the standard Helmholtz free energy for the binding of the first ligand (calculated as $-RT \ln k_1$) is plotted as a function of the number of carbon atoms in the ligand. In the present model for flexible binding, $\Delta F_1^0$ becomes more negative as the chain length of the ligand is increased, as observed experimentally for both the carboxylic acids and the alkyl sulfates (Karush and Sonenberg, 1949; Teresi and Luck, 1952; Goodman, 1958; Ray et al., 1966; Reynolds et al., 1967, 1968; Spector et al., 1969). This trend is not affected by the choice of lattice. In contrast, if it is assumed that the ligands bind rigidly, as in the theory of multiple equilibria, $\Delta F_1^0$ becomes more positive with increasing chain length.

The slope of the experimental $\Delta F_1^0$ vs. chain length curve is somewhat steeper than that of the curves calculated with the present model. Although the calculated slope could be made more negative simply by choosing a more negative energy contribution per segment, an unrealistically large value for the nonpolar site-hydrocarbon segment interaction energy would be required to correct the observed discrepancy. A more plausible explanation for the difference in slopes is that all configurations of the unbound ligand have been equally weighted. Actually, there will be some preference for compactly folded configurations which minimize unfavorable water-hydrocarbon contacts, giving a smaller value
Figure 34. The variation in $\Delta F^0_1$, the change in free energy for the binding of the first ligand, with the number of carbon atoms in the ligand. In the present model for flexible binding, $\Delta F^0_1$ decreases with increasing chain length (---), as observed experimentally for both the carboxylic acids (I) and the alkyl sulfates (I). The bars indicate the ranges of the experimental values reported in the literature (references are listed in the text). The trend of the present model is not altered by the value of $n_0$ or the number of ionic sites on the lattice. In contrast, in the rigid binding model $\Delta F^0_1$ increases with increasing chain length (---).
for \( q_{x,u} (V) \), the partition function for the unbound ligand, than calculated. Correcting the latter would shift \( \Delta F_{1}^{\circ} \) to more negative values, since a smaller entropy loss would result upon binding, and because \( q_{x,u} (V) \) increases exponentially with the chain length (equation III. 65), the shift would be larger for the longer ligands. Folding of hydrocarbon chains in aqueous solution actually has been observed for the carboxylic acids and alkyl sulfates in ionic conductance studies (Elworthy, 1963).

That the experimental isotherms are biphasic is a significant result if binding data are to be used to provide clues about protein structure, since an intermediate plateau will not be observed unless the binding region includes a fairly large number of nonpolar sites as well as ionic sites (see discussion following Figure 31). The importance of the hydrocarbon chain in producing strong binding of the substituted alkanes frequently has been mentioned in experimental studies, although the actual nature of the interaction of the hydrocarbon segments with the protein was not specified (Karush and Sonenberg, 1949; Teresi and Luck, 1952; Goodman, 1958; Ray et al., 1966; Reynolds et al., 1967, 1968; Spector et al., 1969). However, recent nuclear magnetic resonance (NMR) studies of the binding of long-chain anions to proteins by Rosenberg et al. (1969) provide direct evidence that the hydrocarbon segments of the ligand do interact with nonpolar groups on the protein, since the resonance peaks of the ligand protons shift upon binding in a direction indicating transfer to a more hydrophobic environment. The NMR studies of Gillberg-LaForce and Forsén (1970) confirm the observation made using more conventional
methods that binding becomes stronger with increasing chain length (Figure 34). In addition, the nature of the ionic head group of the ligand (carboxyl, sulfate, or sulfonate) was shown to have little effect on the strength of binding.

The isotherms calculated with the present model can be used to reproduce experimental data. To duplicate an experimental biphasic isotherm, a lattice with a number of ionic sites corresponding to the position of the intermediate plateau and a fairly large number of non-polar sites must be selected. The results are less sensitive to the precise arrangement of sites on the surface, the presence of a small number of polar sites, and the size of the lattice. Of course, the calculation can be no more accurate than the physical parameters with which it is performed. For example, the site-segment interaction energies can be regarded only as approximate. In addition, there are uncertainties in the value of $\mu_0$, the standard chemical potential of the ligand, due to the arbitrary assumptions involved in its calculation. Furthermore, the comparison of any results with experiment is complicated by scatter in much of the data and the impossibility of observing saturation of the protein with ligand. In spite of these difficulties, however, experimental isotherms can be matched quite closely with those of the present model. For example, the data of Goodman (1958) for the binding of dodecanoic acid to serum albumin (cf. Figure 33) can be fit by assuming that the protein surface consists of eight independent binding regions, each of which includes a single ionic site and 24 nonpolar sites.
The only adjustment necessary to obtain this fit was less than a ten per-cent increase in $\mu_0$, which causes a small shift in the horizontal position of the curve without changing any of its features. Such an increase in $\mu_0$ would, in fact, be required if folding reduces the number of configurations of the unbound ligand, as discussed above.

Limitations of Class Analyses of Binding Data

The isotherms of the present model may be used to demonstrate potential errors that may arise from an uncritical use of class analyses in applications of the theory of multiple equilibria. In such analyses, binding data are fit with those values of $M_j$ and $k_{int}^{(j)}$ for which the function $\Psi$ is a minimum (cf. equation I.5)

$$\Psi = \sum_{i=1}^{p} \left( \frac{N_i}{n_i} - \sum_{j=1}^{n_C} \frac{M_j k_{int}^{(j)} c_i}{1 + k_{int}^{(j)} c_i} \right)^2 \tag{V.8}$$

where $N_i$ and $c_i$ correspond to a selected point of the theoretical isotherm and $p$ is the number of points used. Using a nonlinear least squares algorithm (Laiken and Printz, 1970), the results in Table III were obtained for the binding of the carboxylic acids $x=9$, $x=7$, and $x=5$ to the lattice $n_0=162$ with 12 ionic sites. As indicated by the low values of $\Psi$, the theoretical isotherms can be fit quite well with two classes (the fit for the ligand $x=5$ is illustrated in the top graph of

---

1It also would be possible to fit the data using a single binding region with eight ionic sites or several binding regions which differ in size. However, the present choice is the simplest one possible, and in the absence of precise information about the arrangement of sites on the protein surface, additional refinements hardly are warranted.
Figure 35. Fit of experimental data using the calculated isotherms of the present model. The experimental points represent the data of Goodman (1958) for the binding of dodecanoic (lauric) acid to serum albumin (SA) (cf. Figure 33). The data are matched quite well by an isotherm calculated with the present model (---), assuming that the protein contains eight independent patches of binding sites, each of which includes a single ionic site and 24 nonpolar sites.
Table III  
Class Analyses of Theoretical Isotherms

<table>
<thead>
<tr>
<th></th>
<th>Complete Isotherm</th>
<th>Incomplete Isotherm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x=9</td>
<td>x=7</td>
</tr>
<tr>
<td>Theoretical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>18</td>
<td>23</td>
</tr>
<tr>
<td>p</td>
<td>34</td>
<td>26</td>
</tr>
<tr>
<td>Two-Class Fit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ψ</td>
<td>12.2</td>
<td>3.07</td>
</tr>
<tr>
<td>M₁</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>M₂</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>k₁⁽¹⁾ x 10⁻⁴</td>
<td>20.9</td>
<td>3.66</td>
</tr>
<tr>
<td>k₂⁽²⁾ x 10⁻⁴</td>
<td>42.3</td>
<td>12.8</td>
</tr>
<tr>
<td>Three-Class Fit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ψ</td>
<td>0.26</td>
<td>0.48</td>
</tr>
<tr>
<td>M₁</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>M₂</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>M₃</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>k₁⁽¹⁾ x 10⁻⁴</td>
<td>79.2</td>
<td>13.1</td>
</tr>
<tr>
<td>k₂⁽²⁾ x 10⁻⁴</td>
<td>2.17</td>
<td>1.19</td>
</tr>
<tr>
<td>k₃⁽³⁾ x 10⁻⁴</td>
<td>20.0</td>
<td>11.1</td>
</tr>
</tbody>
</table>

¹All values of Mₘ have been rounded to the nearest integer.
²Calculated using equation III. 2.
Figure 36). Furthermore, the values of $M_j$ giving the best fit correspond approximately to the number of ligands bound in each phase of the isotherm. A somewhat better fit is possible with three classes, simply because of the additional statistical degrees of freedom. The extra class forms from a division of the high-energy class (class 1) into two new classes and does not represent another type of binding. When experimental data have been analyzed using a three-class fit (Goodman, 1958), the sum of the first two classes has been found to correspond approximately to the position of the intermediate plateau. The latter most likely represents the number of ionic sites in the binding region, and the division of the high-energy class into two classes appears to have no physical significance.

However, the above analyses of calculated isotherms were performed on complete isotherms in which the plateau of the second phase of binding actually was observed. Experimental data usually are available only for that short portion of the second phase immediately following the intermediate plateau region (Figures 32 and 33). Therefore, it is of interest to consider the analysis of an incomplete isotherm. The latter can be formed from the calculated curves of the present model by cutting off a large portion of the second phase (bottom graph of Figure 36). As shown in Table III, a two-class fit of this truncated isotherm gives classes containing 12 and 66 members. In other words, although the size of the first class still corresponds to the number of ligands bound in the first phase of the isotherm, the size of the second class bears
Figure 36. Class analyses of isotherms calculated with the present model. In the upper figure, the theoretical curve (---) was obtained with the carboxylic acid $x=5$ binding to the lattice $n_0=162$ with 12 ionic sites (cf. Figure 29). A two-class fit according to the theory of multiple equilibria (equation I.5) matches the theoretical curve quite well (---). In the lower figure, the theoretical curve has been truncated to produce an incomplete isotherm, such as those observed experimentally (Figures 32 and 33). Although a two-class fit matches the incomplete isotherm quite well, its match of the missing portion of the curve is strikingly inaccurate.
no relationship whatsoever to the number of ligands actually bound in the second phase.\textsuperscript{1} A class which consists of a large number of members, representing the binding of ligands in the second phase, has been postulated by several workers from analyses of such incomplete isotherms (Teresi and Luck, 1952; Goodman, 1958; Spector et al., 1969) and is probably a very misleading estimate of the actual number of ligands which could bind in the second phase. Therefore, the only physically significant information which can be obtained from a class analysis of incomplete biphasic isotherms is the number of ionic sites, and this quantity could, in many cases, be obtained simply from the position of the intermediate plateau.

\textsuperscript{1}Since the analysis of the first phase of an incomplete isotherm retains its above-mentioned correspondence to the number of ionic sites in the binding region, the use of the $k_{\text{int}}$ values for the high-energy class obtained by such analyses to calculate experimental $\Delta F^\circ$ values for Figure 34 is justified.
APPENDIX A

AN ALTERNATIVE MODEL

As an alternative model for the binding of flexible ligands to proteins, the protein surface may be regarded as a continuum, so that the adsorption of ligand segments no longer is restricted to the binding sites provided by lattice points. Thus, the protein is visualized as a sticky sphere. To be consistent with this continuous nature of the binding surface, the possible arrangements of the ligand segments are less restricted as well.

**Statistical-Mechanical Treatment**

The basic statistical-mechanical formulae of the sticky sphere model are identical to equations III.1 to III.6, except for the replacement of the extensive variable $n_0$ by $A$, the area of the surface

$$A = n_0 \kappa r_s^2$$

(A.1)

where $r_s$ is the radius of the ligand segment. Furthermore, the state of adsorption, $S$, may be retained as the basis for classifying ligand configurations (equations III.7 to III.9). However, a new set of statistical weights, $t(S)$, is needed to calculate the canonical partition functions for the individual ligands (according to equation III.10).

---

1The author would like to thank Dr. E.G.D. Cohen for suggesting the approach used in this Appendix.
The Totally Adsorbed Ligand  The first segment of the ligand N=1 may be placed anywhere on the surface. Hence, its contribution to 
t(0,x,0) is\(^1\)

\[ a_{s}^{(1)} = \left( \frac{2N m_{L} kT}{h^2} \right) A f \]  

(A.2)

where \( m_{L} \) is the mass of the ligand and \( f \) is the Boltzmann factor for the interaction between the surface and the first segment. If each segment is a sphere of radius \( r_{s} \), the center of the second segment may be placed anywhere along the equator of a sphere of radius \( 2r_{s} \) whose center coincides with the center of the first segment (Figure 37). The center of each remaining segment has only two-thirds of this equatorial arc available, due to the presence of the previous ligand segment (Figure 37). In addition, each segment is allowed to move away from the equator by a small angle \( \pm \psi \), which would correspond to a vibrational motion (the value of \( \psi \) is discussed below). Thus, the contribution of the second segment to \( t(0,x,0) \) is

\[ w_{s} = \left( \frac{2N m_{s} kT}{h^2} \right) 2\pi (2r_{s}) (2r_{s}^2 \psi) f \]

\[ = \left( \frac{2N m_{s} kT}{h^2} \right) 16\pi r_{s}^2 \psi f \]  

(A.3)

while that for each remaining segment is

\[ w_{s} = \left( \frac{2N m_{s} kT}{h^2} \right) 2^\frac{2}{3} 16\pi r_{s}^2 \psi f \]  

(A.4)

\(^1\)As in the lattice model, \( a_{s}^{(1)} \) will represent the contribution of the first segment to the partition function and \( w \) will represent the contribution of each remaining segment (both are scalars in the present discussion). Subscripts \( s \) and \( d \) will be used to represent adsorbed and desorbed segments, respectively, as in the lattice model.
Figure 37. The placement of successive adsorbed ligand segments in the sticky sphere model. Once the first segment (1) has been placed on the surface, the center of the second segment (2) may be placed anywhere along the equator of a sphere of radius $2r_s$ whose center coincides with the center of the first segment (---). The center of the third segment (3) may be placed anywhere along the equator of a sphere of radius $2r_s$ whose center coincides with the center of the second segment, excluding that portion of the equator occupied by the first segment (---). Similarly, the placement of the center of the fourth segment (4) is along the equator of a sphere of radius $2r_s$ whose center coincides with the center of the third segment, excluding that portion occupied by the second segment (•••).
where \( m_s \) is the mass of a ligand segment and \( f \) is calculated using the appropriate energy of interaction.\(^1\) Using the above contributions, \( t(0,x,0) \) has the form

\[
t(0,x,0) = a_s(1) x^{-1}
\] \hspace{1cm} (A.5)

In contrast to the lattice model, \( t(0,x,0) \) depends on the mass of the ligand and its segments and contains a temperature dependence in addition to that included in the Boltzmann factor. This is because the vibration of the ligand segments on the lattice sites has been neglected.

**General Equations for \( t(S) \)** The contribution of a desorbed first segment is

\[
a_d^{(1)} = \left( \frac{2N m_s kT}{\hbar^2} \right) A
\] \hspace{1cm} (A.6)

The second segment of a free end and the first and second segments of a loop may be placed anywhere on the surface of a sphere of radius \( 2r_s \), while the available area is reduced by a factor of one-quarter for the third and subsequent segments of a loop or free end (corresponding to the surface area of a spherical segment of height \( r_s \)). Thus

\[
w_d = \left( \frac{2N m_s kT}{\hbar^2} \right) 16N r_s^2
\] \hspace{1cm} (A.7)

for the second segment of a free end and the first and second segments of a loop and

\[
w_d = \left( \frac{2N m_s kT}{\hbar^2} \right) 12N r_s^2
\] \hspace{1cm} (A.8)

\(^1\)Equations A.3 and A.4 give a value of 0.667 for the immediate reversal correction factor, in contrast to the value 0.833 for the hexa-coordinated sites in the lattice model (equation III.19).
for the third and subsequent segments.\(^1\) However, the contribution of a loop of \(d\) segments cannot be equated to

\[
\frac{w^d}{w_d} \quad (A.9)
\]

since there would be no way of assuring that the \(d\)th segment of the loop is located such that the \((d+1)\)th segment can be placed on the surface and that all segments of the loop remain above the surface. In fact, with the continuum model there is no simple way of calculating the exact contribution to the partition function of a loop which includes these restrictions. In the lattice model, the ratio of the number of vertical configurations of a loop of \(d\) segments (equation III.32) to the total number of vertical configurations available to \(d\) segments, \(3^d\), gives the fraction of the total number of vertical configurations of \(d\) segments which meet the requirements for loop formation. It is assumed that this ratio gives a reasonable estimate of the fraction of the configurations included in equation A.9 which fulfill the above requirements. Similarly, the ratio of the number of vertical configurations of a free end of \(d_0\) segments in the lattice model (equation III.35) to the total number of vertical configurations of \(d_0\) segments, \(3^{d_0}\), is used as an estimate of the fraction of allowed configurations for a free end.

The value of \(\psi\) (equations A.3 and A.4) was chosen arbitrarily such that

\[
\frac{w_s}{w_d} = \frac{f}{3} \quad (A.10)
\]

\(^1\)Equations A.7 and A.8 give an immediate reversal correction factor of 0.750 for desorbed segments, in contrast to 0.944 for desorbed segments on hexa-coordinated sites in the lattice model (equation III.23).
to be comparable to the ratio of the coordination numbers of the surface and solution points in the lattice model. This gives a value of 19.1° for $\psi$.

With the above contributions, one may write

$$t(S) = a_d^{(1)} w_d^{d_0-1} \frac{H_0(d_0)}{3^{d_0}} \prod_{\rho=1}^{l-1} \left( w_s^s w_d^d \frac{H(d_0)}{3^{d_0'}} \right) w_s^s l w_d^{d_0'} \frac{H_0(d_0')}{3^{d_0'}}$$  \tag{A.11}

for the chain with free ends and

$$t(S) = a_s^{(1)} w_s^{d_0-1} \prod_{\rho=1}^{l-1} \left( w_s^s w_d^d \frac{H(d_0)}{3^{d_0'}} \right) w_s^s$$  \tag{A.12}

when $d_0=d_0'=0$. Combining these two equations into a more general one

$$t(S) = \left( a_s^{(1)} w_s^{d_0-1} + (1-\delta d_0) a_d^{(1)} w_d^{d_0-1} \frac{H_0(d_0)}{3^{d_0}} \right) \times \prod_{\rho=1}^{l-1} \left( w_s^s w_d^d \frac{H(d_0)}{3^{d_0'}} \right) w_s^s \left( \delta d_0'0 + (1-\delta d_0'0) w_d^{d_0'} \frac{H_0(d_0')}{3^{d_0'}} \right)$$  \tag{A.13}

This general expression for $t(S)$ may be used in the evaluation of $q_x(1,A,T)$ and its associated thermodynamic averages following the procedures described in conjunction with equations III.42 to III.51.

**The Binding of Additional Ligands** For ligands bound subsequently to the first, the expressions for $a_s^{(1)}$ and $w_s$ must be modified since a smaller area of the surface is available for binding due to the presence of ligands previously bound. As in the lattice model, no modifications are introduced in the terms describing the desorbed segments, so that $a_d^{(1)}$ and $w_d$ retain the forms presented above (equations A.6 to A.8).

If $\bar{n}(N-1)$ is the average number of segments adsorbed to the surface, in ligands one through $N-1$, then (cf. equation III.54)
\[ N-1 a_s^{(1)} = \left( \frac{2 \hbar m_k T}{\hbar^2} \right) (A - \bar{n}(N-1) \bar{Y} r_s^2) f \]  

(A.14)

and, as an approximation which assumes that the occupied areas are distributed uniformly over the surface (cf. equation III.59)

\[ N-1 w_s = w_s \left( \frac{A - \bar{n}(N-1) \bar{Y} r_s^2}{A} \right) \]  

(A.15)

The quantity \( \bar{n}(N-1) \) is calculated from the configurational parameter \( \bar{\theta} \), the average fraction of ligand segments adsorbed, for ligands one through \( N-1 \). If \( \bar{\theta}(i) \) is the average fraction of segments adsorbed for the \( i \)th ligand, then

\[ \bar{n}(N-1) = \sum_{i=1}^{N-1} x\bar{\theta}(i) \]  

(A.16)

_The Unbound Ligand_ The partition function for the unbound ligand is (cf. equation III.65)

\[ q_{x,u}(V) = \left( \frac{2 \hbar m_k T}{\hbar^2} \right)^{3/2} V w_d^{x-1} \]  

(A.17)

To correct for immediate reversals, equation A.8 must be used for segments subsequent to the second. Equation III.68 may be used to calculate \( \mu_0 \), the standard chemical potential of the ligand.

**Results and Discussion**

Before presenting some of the results calculated using the sticky sphere model, it is important to mention some of its limitations, especially in regard to its applicability to protein-ligand interactions. First of all, the model is designed for systems in which all parts of the surface are equivalent (homogeneous systems). If patches differing in their chemical characteristics were placed on the surface, it would
be impossible to specify what types of areas were available to a segment once the previous segment had been bound, since there is no way of calculating the occupancies of the various regions. Secondly, there is no way of introducing edge effects, so that a sticky patch, analogous to the single face (Figure 6), cannot be treated. Furthermore, a lattice probably is a better representation of a protein surface than the continuum of the sticky sphere model, since ligand segments interact with discreet groups of atoms on proteins. Also, ligand segments do not have the configurational freedom implied by the continuum model due to bond angle restrictions.¹

The practical advantage of the sticky sphere model is its simplicity. In particular, due to the absence of matrices the calculations are less involved than those of the lattice model.

As shown in Figure 38 (cf. Figure 18), the isotherms of the sticky sphere model for homogeneous systems are quite similar to those of the lattice model. However, the former are shifted by about one and one-half units in the positive direction on the log c axis, because the ratio of the partition function for the unbound ligand to that for the bound ligands is larger in the sticky sphere model.

Fortunately, it also is possible to compare the sticky sphere model with a specific case of the lattice model for heterogeneous systems. One can consider the binding of carboxylic acids (or other substituted alkanes)

¹As mentioned in Chapter V, the hexa-coordinated lattice of the lattice model is a fairly realistic one for chains of hydrocarbon segments with the statistical segment equated to two chemical segments.
Figure 38. Comparison of isotherms for homogeneous systems calculated by the sticky sphere model with those obtained using the lattice model (Figure 18). The isotherms of the sticky sphere model (•••) can be superimposed almost exactly on those obtained with the lattice model by shifting the former one and one-half units in the negative direction along the log c axis, as indicated. The sticky sphere isotherm at \( \epsilon = -2kT \) for the ligand \( x=4 \) coincides too closely with that calculated using the lattice model to be distinguished from the latter.
to a protein with isolated areas of an ionic character distributed over
a nonpolar surface, so that a comparison with the heterogeneous sys­
tems with two types of lattice sites on a complete surface is possible
(e.g. Figure 29). The areas of an ionic character can bind only the
carboxyl segment of the ligand, while the rest of the surface can bind
only hydrocarbon segments. Furthermore, once the carboxyl segment
is bound to an ionic area, it is assumed that a hydrocarbon segment
will not be placed next to another ionic area, which is a good assump­
tion only if the ligand is shorter than the distance between neighboring
ionic areas. As shown in Figure 39, similar results again are obtained
with the two models, with the curves of the sticky sphere model shifted
by one and one-half units in the positive direction along the log c axis.
Of course, with the sticky sphere model, different arrangements of the
ionic areas cannot be tested, nor can additional regions with different
chemical characteristics (e.g. polar regions) be introduced. However,
it has been shown that the general features of the isotherms for hetero­
geous systems are not affected significantly by the arrangement of the
ionic sites or the introduction of a small number of polar sites. Thus,
these two limitations of the sticky sphere model appear relatively unim­
portant for a discussion of the binding of carboxylic acids or other substi­
tuted alkanes to proteins, but this could not have been known without the
more detailed results possible with the lattice model. A more serious
limitation of the sticky sphere model is that a sticky patch cannot be
treated, since binding in actual protein-ligand systems may be restricted
to a single region or regions of the surface.
Figure 39. Comparison of isotherms for a specific heterogeneous system calculated by the sticky sphere model with those obtained using the lattice model (Figure 29). The isotherms of the sticky sphere model (•••) can be superimposed almost exactly on those obtained with the lattice model by shifting the former one and one-half units in the negative direction along the log $c$ axis, as indicated.
APPENDIX B

EXCLUDED VOLUME CORRECTIONS

Theoretical Considerations

In an exact count of the configurations of a ligand on a lattice, no lattice site can be occupied by more than one ligand segment. This Appendix describes a method which provides a more detailed correction for excluded volume than the average immediate reversal correction factors described in Chapter III (equations III.19 and III.23). The subject of excluded volume has received much attention in theoretical studies of polymer configuration (reviewed by Domb, 1969). However, the mathematical problems involved in any such treatment are formidable, and no general analytical methods have been found for the enumeration of polymer configurations on a lattice with a complete correction for excluded volume. Thus, the corrections described in this Appendix apply only to the totally adsorbed ligand \((S=\{0,x,0\})\). Although the mathematics are simplified greatly by considering this two-dimensional case, physically the excluded volume problem is a more serious one in two dimensions.

The first correction necessary is the elimination of immediate reversals of the ligand. For example, when the product

\[ w_{ij} w_{ji} \]  \hspace{2cm} (B.1)  

appears in any term in \(v(x)\) (equation III.16), a correction must be applied
since some of the ligand configurations which go from a class i site to
a class j site and back to a class i site will produce an immediate rever­
sal.¹ A second-order correction eliminates the triangles formed when
products such as

\[ w_{ij} w_{jk} w_{ki} \]  

(B.2)
appear in \( v(x) \), while the third-order correction eliminates diamonds²

\[ w_{ij} w_{jk} w_{kj} w_{ji} \]  

(B.3)

Such corrections could be extended to any order, the nth-order correc­
tion eliminating those configurations which form an \((n+1)\)-sided polygon
on the lattice with no prior reversals or intersections. This approach
resembles calculations by other workers of the number of polygonal
closures of n steps on a variety of lattices, using both exact enumera­
tion (Fisher and Sykes, 1959) and statistical, or Monte Carlo methods
(reviewed by Gans, 1965).

An outline of the method used for the first-order corrections now
will be described, followed by a discussion of some of the results.³

The necessary corrections may be accomplished most simply if, after
the kth segment of the ligand has been placed, a correction matrix \( C^{(k)} \)
is subtracted before the configurations of the \((k+1)th\) segment are gener­

---

¹The necessary correction must be more precise than the average imme­
diate reversal correction factor given by equation III.19, which depends
on j alone.

²The immediate reversals produced by \( w_{jk} w_{kj} \) in equation B.3 already
are eliminated in the first-order correction.

³Limitations on available computer facilities have prevented an exten­
sion of the calculations to include higher-order corrections.
ated, so that
\[ v_C(x) = \alpha^{(1)} \left( \prod_{i=0}^{x-1} \left( \frac{W}{W} - C^{(i+3)} \right) \right) W - C^{(x)} W \]
\[ \cdots - C^{(x)} W - C^{(x)} e \]
\[ = \alpha^{(1)} \left( \frac{W^{x-1}}{W - \sum_{i=0}^{x-3} C^{(i+3)} W^{x-3-i}} \right) e \]  
\[ (B.4) \]

where the subscript \( C \) indicates that \( v(x) \) has been corrected for immediate reversals. A computer program has been developed which generates the correction matrices \( C^{(k)} \). The elements of \( C^{(k)} \), \( c_{ij}^{(k)} \), represent the number of configurations excluded by immediate reversals due to the placement of the \( k \)th segment when the first segment of the ligand is on a class \( i \) site and the \( k \)th segment is on a class \( j \) site. For example, if the first segment of the ligand is on a class \( i \) site, the third segment can produce an immediate reversal only by returning to a class \( i \) site, and there are \( z_i \) such excluded configurations for a given site.

Hence
\[ C^{(3)} = \begin{pmatrix}
5 & 0 & 0 & 0 & \cdots \\
0 & 6 & 0 & 0 & \cdots \\
0 & 0 & 6 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix} \]  
\[ (B.5) \]

As a further example, if the first segment of the ligand is on a class \( i \) site and immediate reversals for segments one through three already have been eliminated, the number of immediate reversals produced by the placement of the fourth segment on a class \( j \) site is
\[ c_{ij}^{(4)} = w_{ij} (z_j - 1) \]  
\[ (B.6) \]
Results and Discussion

Wall et al. (1954, 1955), in their Monte Carlo studies of polymer configurations with corrections for excluded volume, found that after several segments of a polymer had been placed on a lattice, the fraction of the total number of configurations generated which had no multiple-site occupancies decreased with the addition of polymer segments according to a simple exponential law

\[ \phi_x = e^{-\lambda x} \]  \hspace{1cm} (B.7)

where \( \phi_x \) represents this fraction for a polymer of \( x \) segments and \( \lambda \) is the so-called attrition coefficient. Equation B.7 was found to apply to a variety of two- and three-dimensional lattices, and values of \( \lambda \) were determined from the slopes of \( \log \phi_x \) vs. \( x \) graphs (Wall et al., 1954, 1955). This exponential law is equivalent to the statement that the ratio

\[ \mu = \frac{v_{x}(x)}{v_{x}(x-1)} \]  \hspace{1cm} (B.8)

tends to a constant value as \( x \) approaches infinity (Fisher and Sykes, 1959). This ratio is related to the attrition coefficient by

\[ \mu = e^{-\lambda (z-1)} \]  \hspace{1cm} (B.9)

where \( z \) is the coordination number of the lattice. Hammersley and Morton (1954) have given a mathematical justification for the existence of such a limiting ratio. The values of \( \mu \) for a hexa-coordinated lattice obtained by the Monte Carlo methods of Wall et al. (1955) and the exact enumeration procedure of Fisher and Sykes (1959) are compared with the corresponding results obtained using the excluded volume corrections described in this Appendix in Table IV. In the latter calculations, \( \mu \) was found to
reach the constant value in the Table after only a few segments of the ligand were placed on the lattice. Even though the excluded volume calculations discussed in this Appendix only eliminate immediate reversals, it is clear that a serious overestimate of the number of allowed configurations is not obtained for a short ligand. Thus, the first-order correction for excluded volume, the elimination of immediate reversals, must be the most important one. The values of $\mu$ presented here for the exact treatment of immediate reversals described in this Appendix are almost identical to those obtained using the average immediate reversal correction factors given by equation III.19, and each approaches the value 5.0 characteristic of a hexa-coordinated lattice as $n_0$ is increased. Furthermore, the values of $\mu$ obtained by Wall et al. (1954, 1955) and Fisher and Sykes (1959) for a variety of lattices indicate that the discrepancy between the first-order correction and the complete correction is even smaller in three dimensions than in two dimensions. Therefore, the use of only an average immediate reversal correction factor to correct for excluded volume in the calculations of the present model is not a serious deficiency.
## Table IV

Values of $\mu$

<table>
<thead>
<tr>
<th>Method</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exact Enumeration</strong></td>
<td>4.152</td>
</tr>
<tr>
<td><strong>Monte Carlo</strong></td>
<td>4.20</td>
</tr>
<tr>
<td><strong>Present Model:</strong></td>
<td></td>
</tr>
<tr>
<td>$n_0 = 92$</td>
<td>4.884</td>
</tr>
<tr>
<td>$n_0 = 162$</td>
<td>4.936</td>
</tr>
<tr>
<td>$n_0 = 252$</td>
<td>4.960</td>
</tr>
<tr>
<td>$n_0 = 362$</td>
<td>4.972</td>
</tr>
</tbody>
</table>

1 From Fisher and Sykes (1959).

2 From Wall et al. (1955).
APPENDIX C

FACTORIZATION OF \( q_{x}(1,n_{0},T) \) IN HOMOGENEOUS SYSTEMS

Equation III.36 for \( t(S) \) may be simplified considerably in homogeneous systems in which the Boltzmann factors are identical for all vector and matrix elements. If the immediate reversal correction factors for all sites are assumed to be those characteristic of the \( z_{1} \) sites, then

\[
\begin{align*}
\alpha_{s}^{(1)} &= \alpha_{f}^{(1)} \\
\alpha_{d}^{(1)} &= \alpha_{f}^{(1)}
\end{align*}
\]  

(C.1)

for adsorbed and desorbed first segments

\[
\begin{align*}
W_{s} &= Wf \\
W_{d} &= W
\end{align*}
\]  

(C.2)

for subsequent segments which require no immediate reversal correction factors

\[
\begin{align*}
W_{s} &= Wfg_{s} \\
W_{d} &= Wg_{d}
\end{align*}
\]  

(C.3)

for the remaining segments which require these factors, where \( g_{s} \) and \( g_{d} \) are the immediate reversal correction factors for adsorbed and desorbed segments, respectively, given by equations III.19 and III.23 with \( z_{1}=6 \). Thus, \( t(S) \) assumes the form\(^1\)

\[
t(S) = a_{s}^{(1)} \left[ W^{x-1} \sum_{g} \left( \delta_{d_{0}0} + (1-\delta_{d_{0}0}) g_{d}^{-2} d_{0}^{-1} H_{0}(d_{0}) \right) \prod_{\rho=1}^{l-1} \left( g_{s}^{2} g_{s}^{\rho} f^{\rho} g_{d}^{\rho} d_{0}^{-2} H_{0}(d_{0}) \right) \right] \times \sum_{g} \left( \delta_{d_{0}'0} + (1-\delta_{d_{0}'0}) g_{d}^{-1} d_{0}'^{-2} H_{0}(d_{0}') \right)
\]  

(C.4)

\(^1\)Rigorously, equation C.4 cannot be used for all \( S \). For example, when \( d_{0}=1 \), no immediate reversal correction factor should be used, rather than \( g_{d}^{-1} \) as implied by that equation. For the calculations in this Appendix, however, this discrepancy is not of sufficient magnitude to warrant the more exact treatment used in the calculations described in Chapter III.
and

\[ q_x(1,n_0,T) = a \frac{(1)\, W}{x-1} e^{-\frac{x+1}{2}} \sum_{l=1}^{L} \sum_{j=1}^{S} u_0(d_0) \prod_{\rho=1}^{l-1} \left( v(s_{\rho}) u(d_{\rho}) \right) v(s_{\ell}) u_0(d_{0'}) \]  

(C. 5)

with

\[ u_0(d_0) = \delta_{d_00} + (1 - \delta_{d_00}) g_d^{-2} g_{d0} H_0(d_0) \]  

(C. 6)

\[ v(s_\rho) = g_s^{-2} g_{s\rho} f_{s\rho} \]  

(C. 7)

\[ u(d_\rho) = g_d^{-2} H(d_\rho) \]  

(C. 8)

\[ u_0(d_{0'}) = \delta_{d_{0'}0} + (1 - \delta_{d_{0'}0}) g_d^{-2} g_{d0'} H_0(d_{0'}) \]  

(C. 9)

Thus, \( q_x(1,n_0,T) \) can be written as a product of the horizontal and vertical contributions:

\[ q_x(1,n_0,T) = q_x,H q_x,V \]  

(C. 10)

where

\[ q_x,H = a \frac{(1)\, W}{x-1} e = \nu(x) \]  

(C. 11)

and

\[ q_x,V = \sum_{l=1}^{L} \sum_{j=1}^{S} u_0(d_0) \prod_{\rho=1}^{l-1} \left( v(s_{\rho}) u(d_{\rho}) \right) v(s_{\ell}) u_0(d_{0'}) \]  

(C. 12)

With the partition function so simplified, the present model can be generalized to consider systems similar to those found in more typical models of polymer-surface interactions (Silberberg, 1962; Roe, 1965a, 1965b). In particular, the vertical partition function can be evaluated for infinite or very long chains, so that some of the limiting proper-

---

1 The immediate reversal correction factors are written as indicated in equations C. 4 to C. 9 to facilitate the calculation of average properties (e.g. equations C.49 and C.73 to C.74).

2 For convenience, the immediate reversal correction factors are included in the vertical contribution to the partition function, \( q_x,V \).
ties of the model can be considered.

**Horizontal Partition Function**

Through a study of the horizontal partition function, one may evaluate the effects of the irregularities in the triangular lattice ($z_2$ sites) on the number of configurations available to the ligand. A useful reference model is the Flory-Huggins theory of polymer configurations on a liquid lattice (Flory, 1953), according to which the number of ways of placing a chain of $x$ segments on a uniform triangular lattice of $n_0$ sites is

$$v_F(x) = n_0 z_1^{x-1}$$  \hspace{1cm} (C.13)

where the subscript $F$ denotes the Flory model.\(^2\) If 12 randomly distributed $z_2$ sites are included among the $n_0$ sites of the Flory lattice, equation C.13 becomes

$$v_{F,p}(x) = n_0 \left( z_1 p + z_2 (1-p) \right)^x$$  \hspace{1cm} (C.14)

where $p$ is the fraction of $z_1$ sites on the lattice

$$p = \frac{n_0 - 12}{n_0}$$  \hspace{1cm} (C.15)

Table V includes a comparison of $v(x) (=q_{x,H})$, $v_F(x)$, and $v_{F,p}(x)$ for fixed values of $x$ and $n_0$. $v_F(x)$ is larger than both $v(x)$ and $v_{F,p}(x)$, since it is increased by a factor of $z_1=6$ with the placement of each segment.

---

\(^1\)The original form of equation C.13 is $n_0 z_1(z_1-1)^{x-2}$ to correct for immediate reversals. However, since the immediate reversal correction factors in the present model have been included in the vertical partition function, the original Flory equation has been written without such a correction.

\(^2\)Equation C.13 strictly is suitable only for very large lattices on which edge effects can be neglected.
### Table V

**Effect of $z_2$ Sites on Ligand Configurations**

<table>
<thead>
<tr>
<th>$n_0$</th>
<th>$p$</th>
<th>$x$</th>
<th>$v(x)$</th>
<th>$v_{F}(x)$</th>
<th>$v_{F,p}(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>92</td>
<td>0.869</td>
<td>5</td>
<td>$1.10 \times 10^{5}$</td>
<td>$1.19 \times 10^{5}$</td>
<td>$1.09 \times 10^{5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>$7.80 \times 10^{8}$</td>
<td>$9.27 \times 10^{8}$</td>
<td>$7.61 \times 10^{8}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>$3.90 \times 10^{16}$</td>
<td>$5.61 \times 10^{16}$</td>
<td>$3.69 \times 10^{16}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>$1.95 \times 10^{24}$</td>
<td>$3.39 \times 10^{24}$</td>
<td>$1.75 \times 10^{24}$</td>
</tr>
<tr>
<td>162</td>
<td>0.926</td>
<td>5</td>
<td>$2.01 \times 10^{5}$</td>
<td>$2.10 \times 10^{5}$</td>
<td>$2.00 \times 10^{5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>$1.48 \times 10^{9}$</td>
<td>$1.63 \times 10^{9}$</td>
<td>$1.46 \times 10^{9}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>$8.09 \times 10^{16}$</td>
<td>$9.87 \times 10^{16}$</td>
<td>$7.79 \times 10^{16}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>$4.41 \times 10^{24}$</td>
<td>$5.70 \times 10^{24}$</td>
<td>$4.16 \times 10^{24}$</td>
</tr>
<tr>
<td>252</td>
<td>0.952</td>
<td>5</td>
<td>$3.18 \times 10^{5}$</td>
<td>$3.27 \times 10^{5}$</td>
<td>$3.16 \times 10^{5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>$2.39 \times 10^{9}$</td>
<td>$2.54 \times 10^{9}$</td>
<td>$2.36 \times 10^{9}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>$1.35 \times 10^{17}$</td>
<td>$1.54 \times 10^{17}$</td>
<td>$1.32 \times 10^{17}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>$7.67 \times 10^{24}$</td>
<td>$9.28 \times 10^{24}$</td>
<td>$7.37 \times 10^{24}$</td>
</tr>
<tr>
<td>362</td>
<td>0.967</td>
<td>5</td>
<td>$4.60 \times 10^{5}$</td>
<td>$4.69 \times 10^{5}$</td>
<td>$4.59 \times 10^{5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>$3.50 \times 10^{9}$</td>
<td>$3.65 \times 10^{9}$</td>
<td>$3.47 \times 10^{9}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>$2.02 \times 10^{17}$</td>
<td>$2.21 \times 10^{17}$</td>
<td>$1.99 \times 10^{17}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>$1.17 \times 10^{25}$</td>
<td>$1.33 \times 10^{25}$</td>
<td>$1.14 \times 10^{25}$</td>
</tr>
</tbody>
</table>

The randomly placed $z_2$ sites on the modified Flory lattice reduce the rate of increase of $v_{F,p}(x)$ to $5+p$, while the lattice of the present model represents an intermediate case, since $v(x)$ is increased by a factor of $z_1=6$ ($\sum_{j=1}^{C} w_{ij}$ for $i=2, 3, \ldots, C$) for the placement of all segments except those which follow a $z_2$ site and therefore contribute $w_{12}$ to the terms of $v(x)$. The differences between $v(x)$, $v_{F}(x)$, and $v_{F,p}(x)$ are magnified as $x$ increases due to the exponential dependence of these quantities on the coordination number of the lattice. As $n_0$ increases and $p$ approaches unity, the presence of the $z_2$ sites is less evi-
dent and a decrease in the difference between these three quantities is seen.

**Vertical Partition Function**

Three methods of evaluating the vertical partition function will be discussed in this section. Although the first two apply only to infinite or very long chains, the approximations which may be introduced in these limiting cases result in closed expressions for \( q_{x,V} \). The first is the method of sequence-generating functions (Lifson, 1964), which utilizes the assumption that the special properties of the ends of the ligand may be neglected for infinite chains (i.e. all desorbed segments may be treated as loops). The second, the method of steepest descents (Darwin and Fowler, 1922; Schrödinger, 1964), can be used to evaluate \( q_{x,V} \) for \( x \) large but finite, when the effects of the chain ends cannot be neglected. The third method is applicable only to ligands with fewer than about 30 segments, for which an exact evaluation of \( q_{x,V} \) is possible using the convolution procedure described in Chapter III (equations III.42 to III.45). By performing calculations with this exact method, the effects of the approximations used in the other procedures can be evaluated.

In all three methods, one begins by forming the generating function

\[
\Gamma(\xi) = \sum_{x=1}^{\infty} q_{x,V} \xi^x
\]

\[
\quad = \sum_{x=1}^{\infty} \xi^x \sum_{\ell=1}^{x} \sum_{d_0}^{u_0(\delta_0)} \prod_{\rho=1}^{\ell-1} \left( v(s_\rho) u(d_\rho) \right) v(s_\ell) u_0(d_0') \quad (C.16)
\]
Rearranging the summation indices (cf. equations III.43 to III.44)

\[
\Gamma(\xi) = \sum_{l=1}^{\infty} \sum_{d_0=0}^{\infty} u_0(d_0) \xi^{d_0} \prod_{\rho=1}^{l-1} \left( \sum_{s=1}^{\infty} v(s) \xi^{s} \rho \sum_{d=1}^{\infty} u(d) \xi^{d} \rho \right) \prod_{s=1}^{\infty} v(s) \xi^{s} \rho \sum_{d_0'=0}^{\infty} u_0(d_0') \xi^{d_0'}
\]

(C.17)

The method of sequence-generating functions and the steepest descents procedure also utilize the generating functions

\[
V(\xi) = \sum_{s=1}^{\infty} v(s) \xi^{s} \rho = \sum_{s=1}^{\infty} g_s \rho \sum_{s=1}^{\infty} f(s) \rho \xi^{s} \rho
\]

(C.18)

\[
U(\xi) = \sum_{d=1}^{\infty} u(d) \xi^{d} \rho = \sum_{d=1}^{\infty} d \rho^{-2} H(d) \xi^{d} \rho
\]

(C.19)

\[
U_0(\xi) = \sum_{d_0=0}^{\infty} u_0(d_0) \xi^{d_0} = \sum_{d_0=0}^{\infty} u_0(d_0') \xi^{d_0'} = 1 + \sum_{d_0=1}^{\infty} g_{d_0} H_0(d_0) \xi^{d_0}
\]

(C.20)

so that equation C.17 may be written as

\[
\Gamma(\xi) = \sum_{l=1}^{\infty} U_0(\xi) \prod_{\rho=1}^{l-1} \left( V(\xi) U(\xi) \right) V(\xi) U_0(\xi)
\]

\[
= \frac{U_0^2(\xi) V(\xi)}{1 - V(\xi) U(\xi)}
\]

(C.21)

Closed expressions for equations C.18 to C.20 are necessary for the two methods which use these generating functions. Thus, for \(V(\xi)\)

\[
V(\xi) = \sum_{s=1}^{\infty} g_s \rho \sum_{s=1}^{\infty} f(s) \rho \xi^{s} \rho = g_s \rho \frac{2 f g s \xi}{1 - f g s \xi}
\]

(C.22)

Using the generating function for \(H(d)\)

\[
\sum_{d=1}^{\infty} H(d) \lambda^{d-1} = \frac{1}{2 \lambda^2} \left( 1 - \lambda - \sqrt{1 - 2 \lambda - 3 \lambda^2} \right)
\]

(C.23)

\(U(\xi)\) assumes the form

\[\text{This expression was brought to the author's attention by Dr. John Riordan, who also provided valuable assistance in the derivation of equation C.36.}\]
\[ U(\xi) = \sum_{d=1}^{\infty} g_d \xi^{d-2} H(d\xi) \xi^{d-1} = \xi g_d \sum_{d=1}^{\infty} H(d\xi)(g_d \xi)^{d-1} \]
\[ = \frac{1 - g_d \xi - \sqrt{(1 - 2g_d \xi - 3g_d \xi^2)}}{2g_d \xi} \quad (C.24) \]

A generating function for \( H_0(d_0) \) is required to write a closed expression for \( U_0(\xi) \). Beginning with equation III 35

\[ H_0(d_0) = \sum_{i=0}^{d_0-1} \frac{(d_0-1)!}{\left[ \frac{i}{2} \right]! \left[ \frac{i+1}{2} \right]!} \frac{(d_0-1)!}{(d_0-1-i)! (d_0-1-i)!} \frac{i!}{\left[ \frac{i}{2} \right]! \left[ \frac{i+1}{2} \right]!} \quad (C.25) \]

or, if the common notation for binomial coefficients is introduced

\[ H_0(d_0) = \sum_{i=0}^{d_0-1} \binom{d_0-1}{i} h_i \quad (C.26) \]

where

\[ h_i = \frac{i!}{\left[ \frac{i}{2} \right]! \left[ \frac{i+1}{2} \right]!} \quad (C.27) \]

The terms of equation C.26 may be grouped into even and odd parts

\[ H_0(d_0) = H_0^e(d_0) + H_0^o(d_0) \]
\[ = \sum_{i=0}^{\left[ \frac{d_0-1}{2} \right]} \binom{d_0-1}{2i} h_{2i} + \sum_{i=0}^{\left[ \frac{d_0-2}{2} \right]} \binom{d_0-1}{2i+1} h_{2i+1} \quad (C.28) \]

where the superscripts \( e \) and \( o \) denote even and odd, respectively.

Splitting the binomial coefficients \(^1\)

\[ H_0(d_0) = \sum_{i=0}^{\left[ \frac{d_0-1}{2} \right]} \binom{d_0-2}{2i} + \binom{d_0-2}{2i-1} h_{2i} + \sum_{i=0}^{\left[ \frac{d_0-2}{2} \right]} \binom{d_0-2}{2i+1} + \binom{d_0-2}{2i} h_{2i+1} \]
\[ = \sum_{i=0}^{\left[ \frac{d_0-1}{2} \right]} \binom{d_0-1}{2i} h_{2i} + H_0^o(d_0-1) + \sum_{i=0}^{\left[ \frac{d_0-2}{2} \right]} \binom{d_0-2}{2i} h_{2i+1} \quad (C.29) \]

\(^1\)It is possible to substitute \( H_0^e(d_0-1) \) and \( H_0^o(d_0-1) \) into the final line of equation C.29 since a binomial coefficient \( \binom{a}{b} \) is zero by convention when \( b \) is a negative integer (Moran, 1968).
The index of the first summation in equation C.29 may be changed from \( i \) to \( j = i-1 \).

\[
H_0(d_0) = H_0^e(d_0-1) + \sum_{j=1}^{\frac{d_0-1}{2}} h_{2j+2} + H_0^o(d_0-1) + \sum_{i=0}^{\frac{d_0-2}{2}} (d_0-2)h_{2i+1}
\]

With the substitutions

\[ h_{2j+2} = 2h_{2j+1} \]

and

\[ h_{2i+1} = \frac{2i+1}{i+1} h_{2i} = (2 - \frac{1}{i+1}) h_{2i} \]

equation C.30 becomes

\[
H_0(d_0) = H_0^e(d_0-1) + H_0^o(d_0-1) + 2 \sum_{i=0}^{\frac{d_0-2}{2}} (d_0-2) h_{2i+1} + \sum_{i=0}^{\frac{d_0-2}{2}} (d_0-2) (2 - \frac{1}{i+1}) h_{2i}
\]

where \( j \) has been replaced by \( i \). Upon further simplification

\[
H_0(d_0) = 3 \left( H_0^e(d_0-1) + H_0^o(d_0-1) \right) - \sum_{i=0}^{\frac{d_0-2}{2}} (d_0-2) \frac{h_{2i}}{i+1}
\]

\[
H_0(d_0) = 3 H_0(d_0-1) - \sum_{i=0}^{\frac{d_0-2}{2}} (d_0-2) \frac{h_{2i}}{i+1}
\]

The remaining summation is \( H(d_0-1) \), since (equation III.32)

\[
H(d) = \frac{1}{i!} \frac{(d-1)!}{(d-1-2i)!} = \frac{1}{i!} \frac{(d-1)!}{(2i)!} \frac{(2i)!}{(d-1-2i)!}
\]

\[
= \sum_{i=0}^{\frac{d-1}{2}} \frac{(d-1) h_{2i}}{i+1}
\]

Hence

\[
H_0(d_0) = 3 H_0(d_0-1) - H(d_0-1)
\]

or

\[
H_0(d_0) = 3^{d_0-1} - \sum_{i=1}^{d_0-1} 3^{d_0-1-i} H(i)
\]

since \( H_0(1) = 1 \). Therefore, the generating function for \( H_0(d_0) \) is
Method of Sequence-Generating Functions

This method is based on the assumption that the Helmholtz free energy of a ligand, \( F_x \), is linearly related to the number of segments, \( x \), in the ligand. This assumption should be a good one in the limit as \( x \) approaches infinity, so that any special effects due to the ends of the ligand may be neglected. \( F_x \) will increase linearly with \( x \) if \( q_{x,V} \) has the form

\[
q_{x,V} = q_1^x
\]

so that

\[
F_x = -kT \ln q_{x,V} = -xkT \ln q_1
\]

The quantity \( q_1 \) may be called the residue partition function since it represents the contribution of one residue to \( q_{x,V} \).

If \( q_{x,V} \) has the form indicated in equation C.40,

\[
\Gamma(\zeta) = \sum_{x=1}^{\infty} q_{x,V} \zeta_x^x = \sum_{x=1}^{\infty} q_1^x \zeta^x
\]

This series converges only on the interval

\[
0 < \zeta < \zeta_1 = q_1^{-1}
\]

and is a positive, monotonically increasing function of \( \zeta \) on this interval.
Therefore, $1/\Gamma(\xi)$ is a positive, monotonically decreasing function of $\xi$ on the interval C.43, approaching zero when $\xi = \xi_1$, and $\xi_1$ is the smallest positive root of the equation\footnote{\textit{U_o}(\xi) does not appear in equation C.45 since the effects of the chain ends have been neglected when $q_{x,V}$ is written in the form C.40.}

$$1/\Gamma(\xi) = 0 \quad (C.44)$$

or

$$1 - V(\xi)U(\xi) = 0 \quad (C.45)$$

so that

$$\xi_1 = \frac{g_d}{g_s^2} \left( 1 + \frac{g_d}{g_{sf}} - \frac{2g_d^3}{g_{sf}^2 g_s^2 g_{sf}} \right) + \left( \frac{g_d}{(g_{sf}^2)^2} \left( g_d + \frac{4g_s^{-2}}{g_{sf}} \frac{2g_d^2}{g_{sf}^2} \frac{3g_d^3}{(g_{sf}^2)^2} \right) \right)^{1/2} \quad (C.46)$$

With $\xi_1$ so determined, $q_{x,V}$ may be evaluated

$$q_{x,V} = q_{1} = \xi_1^{-x} \quad (C.47)$$

Configurational parameters for the ligand also may be calculated.

Thus, the average fraction of segments adsorbed, $\bar{\theta}$, is given by

$$\bar{\theta} = \frac{1}{x} \frac{\partial \ln q_{x,V}}{\partial \ln f} = - \frac{\partial \ln \xi_1}{\partial \ln f} \quad (C.48)$$

and the average number of adsorbed stretches, $\bar{l}$, is\footnote{The quantity $\bar{l}/x$ is used for infinite chains and provides the most meaningful comparison with the results for shorter ligands.}

$$\bar{l} = \frac{\partial \ln q_{x,V}}{\partial \ln g_s^{-2}} = -x \frac{\partial \ln \xi_1}{\partial \ln g_s^2} \quad (C.49)$$

From $\bar{\theta}$ and $\bar{l}$, the average length of an adsorbed stretch, $\bar{s}$, and the average length of a desorbed loop, $\bar{d}$, may be determined

$$\bar{s} = \frac{x\bar{\theta}}{\bar{l}} \quad (C.50)$$

$$\bar{d} = \frac{x(1-\bar{\theta})}{\bar{l}} \quad (C.51)$$
The Method of Steepest Descents For \( x \) large but finite so that the special properties of the ends of the ligand cannot be neglected, \( q_{x,V} \) may be evaluated by the method of steepest descents. According to Cauchy's residue theorem (Sokolnikoff and Redheffer, 1966)

\[
q_{x,V} = \frac{1}{2\pi i} \oint \Gamma(\zeta) \zeta^{-(x+1)} d\zeta
\]

where the integration is performed counterclockwise along any closed contour about the origin and within the circle of convergence of \( \Gamma(\zeta) \) (equation C.43). \( \Gamma(\zeta) \) is a monotonically increasing function of \( \zeta \) between zero and \( \zeta_1 \) on the real axis (as noted in the discussion of the method of sequence-generating functions), while \( \zeta^{-(x+1)} \) is a monotonically decreasing function of \( \zeta \) on that interval. Therefore, the integrand will exhibit one and only one minimum on the real, positive axis in the interval C.43, at a point \( \zeta_0 \). The contour of integration is chosen to pass through \( \zeta_0 \) in a direction giving a large decrease in the absolute value of the integrand (the path of steepest descents), so that the major contribution to the integral comes from the point \( \zeta = \zeta_0 \) and its neighborhood.

To select the appropriate contour, equation C.52 is rewritten as

\[
q_{x,V} = \frac{1}{2\pi i} \oint e^{\Phi(\zeta)} d\zeta
\]

where

\[
\Phi(\zeta) = \frac{1}{x} \ln \frac{\Gamma(\zeta)}{\zeta^{x+1}}
\]

Expanding \( \Phi(\zeta) \) in a Taylor's series about \( \zeta_0 \)

\[
\Phi(\zeta) = \Phi_0 + \frac{1}{2!} \Phi_0^{(2)} (\zeta - \zeta_0)^2 + \frac{1}{3!} \Phi_0^{(3)} (\zeta - \zeta_0)^3 + \frac{1}{4!} \Phi_0^{(4)} (\zeta - \zeta_0)^4
\]

\[
+ \frac{1}{5!} \Phi_0^{(5)} (\zeta - \zeta_0)^5 + \ldots \ldots
\]
where the superscript \((j)\) represents the \(j\)th derivative with respect to \(\zeta\) and the subscript \(0\) indicates evaluation at the point \(\zeta_0\). If \(a\) is the angle between the vector \(\zeta - \zeta_0\) and the real axis, the quantity \(\zeta - \zeta_0\) may be written in the form
\[
\zeta - \zeta_0 = re^{ia}
\]
while the derivatives \(\Phi_0^{(j)}\) can be expressed as
\[
\Phi_0^{(j)} = \rho_j e^{i\beta_j}
\]
Hence
\[
\Phi(\zeta) = \Phi_0 + \frac{1}{2!} \rho_2 r^2 e^{2ia} e^{i\beta_2} + \frac{1}{3!} \rho_3 r^3 e^{3ia} e^{i\beta_3} + \frac{1}{4!} \rho_4 r^4 e^{4ia} e^{i\beta_4} + \frac{1}{5!} \rho_5 r^5 e^{5ia} e^{i\beta_5} + \ldots \ldots
\]
\(\Phi(\zeta)\) can be split into real and imaginary parts
\[
\Phi(\zeta) = A(\zeta) + iB(\zeta)
\]
where
\[
A(\zeta) = A_0 + \frac{1}{2!} \rho_2 r^2 \cos(\beta_2 + 2a) + \frac{1}{3!} \rho_3 r^3 \cos(\beta_3 + 3a) + \frac{1}{4!} \rho_4 r^4 \cos(\beta_4 + 4a) + \frac{1}{5!} \rho_5 r^5 \cos(\beta_5 + 5a) + \ldots \ldots
\]
\[
B(\zeta) = B_0 + \frac{1}{2!} \rho_2 r^2 \sin(\beta_2 + 2a) + \frac{1}{3!} \rho_3 r^3 \sin(\beta_3 + 3a) + \frac{1}{4!} \rho_4 r^4 \sin(\beta_4 + 4a) + \frac{1}{5!} \rho_5 r^5 \sin(\beta_5 + 5a) + \ldots \ldots
\]
From these equations, it is evident that by moving off the real axis in a direction such that \(\cos(\beta_2 + 2a) = -1\), a large decrease in \(A(\zeta)\), the real part of \(\Phi(\zeta)\), will result. Therefore, the path for which \(\cos(\beta_2 + 2a) = -1\) is the path of steepest descents. Since \(\zeta_0\) is on the real axis, all derivatives \(\Phi_0^{(j)}\) will be real, so that \(\beta_2 = \beta_3 = \beta_4 = \beta_5 = \ldots = 0^\circ\). Therefore, if \(\angle\frac{\pi}{2}

1 The quantity \(\Phi_0^{(1)}\) is zero by the definition of \(\zeta_0\).

2 It is the real part of \(\Phi(\zeta)\) which determines the behavior of the absolute value of the integrand of equation C. 52.
and a circle of radius $\xi_0$ may be chosen as the contour of integration.

On this path, in the vicinity of $\xi_0$

$$A(\xi) = A_0 - \frac{\Phi_0^{(2)}}{2!} \xi^2 + \frac{\Phi_0^{(4)}}{4!} \xi^4 - \ldots$$

$$B(\xi) = B_0 - \frac{\Phi_0^{(3)}}{3!} \xi^3 + \frac{\Phi_0^{(5)}}{5!} \xi^5 - \ldots$$

so that

$$\Phi(\xi) = \Phi_0 - \frac{\Phi_0^{(2)}}{2!} \xi^2 - \frac{i\Phi_0^{(3)}}{3!} \xi^3 + \frac{\Phi_0^{(4)}}{4!} \xi^4 + \frac{i\Phi_0^{(5)}}{5!} \xi^5 - \ldots$$

Hence\(^1\)\(^2\)

$$q_{\alpha,\beta} \approx \frac{1}{2\pi i} \int \xi^\Phi_0 \left( \frac{2}{\Phi_0^{(2)}} \xi \right)^2 \sqrt{\Phi(\xi)} \, d\xi$$

Performing the change of variable $\xi \to w$, where

$$w = \sqrt{\left( \frac{\Phi_0^{(2)}}{2} \right)} \xi$$

so that

$$d\xi = \sqrt{\left( \frac{2}{\Phi_0^{(2)}} \right)} \xi \, dw = i \sqrt{\left( \frac{2}{\Phi_0^{(2)}} \right)} \, dw$$

equation C.65 becomes

$$q_{\alpha,\beta} \approx \frac{e^{i\Phi_0}}{2\pi} \sqrt{\left( \frac{2}{\Phi_0^{(2)}} \right)} \int_{-\infty}^{\infty} \xi^\Phi_0 \left( \frac{2}{\Phi_0^{(2)}} \xi \right)^2 e^{-w^2} \left( - \frac{i\Phi_0^{(3)}}{3!} \xi^3 \sqrt{\left( \frac{\Phi_0^{(2)}}{2} \right)} + \frac{\Phi_0^{(4)}}{4!} \xi^4 \sqrt{\left( \frac{\Phi_0^{(2)}}{2} \right)} \right) \, dw$$

$$+ \frac{i\Phi_0^{(5)}}{5!} \xi^5 \xi^3 \sqrt{\left( \frac{\Phi_0^{(2)}}{2} \right)} \left( \frac{\Phi_0^{(2)}}{2} \right)^{3/2} \right) \, dw$$

\(^1\)Any number of terms of the Taylor's series could be used without changing the evaluation procedure.

\(^2\)Other maxima on this contour would be possible only if all exponents of $\xi$ in $\Gamma(\xi)$ shared a common factor other than unity.
where terms up to $w^6$ only have been included. The use of $-\infty$ to $\infty$ as integration limits introduces no significant error since the maximum contribution to the integrand is in the vicinity of $\xi_0$. Grouping terms with like powers of $x$

\[
q_{x,V} \approx \frac{e^{x\Phi_0}}{2\pi} \sqrt{\left( \frac{2\pi}{\Phi_0(2)} \right)} \left[ \frac{1}{\sqrt{x}} \phi_0(2) - \frac{1}{3\Phi_0(2)} \phi_0(2) \phi_0(2) - \frac{1}{30(\Phi_0(2))^2} \phi_0(2) \phi_0(2) \phi_0(2) \right]
\]

The oddness of the second and fifth integrands causes these terms to vanish, so that

\[
q_{x,V} \approx \frac{e^{x\Phi_0}}{2\pi} \frac{1}{\sqrt{x}} \phi_0(2)
\]

and as a first approximation for large $x$

\[
q_{x,V} \approx \frac{e^{x\Phi_0}}{2\pi} \frac{1}{\sqrt{x}} \phi_0(2)
\]

It will be shown below that this first approximation is adequate for most purposes.

Configurational parameters may be obtained by differentiation of equation C.71 (or C.70, if more precision is required)

\[
\bar{\eta} = \frac{1}{x} \frac{\partial \ln q_{x,V}}{\partial \ln f} = \frac{1}{x} \frac{\partial \ln q_{x,V} \partial \xi_0}{\partial \ln f} \partial \xi_0
\]

\[
\bar{f} = \frac{\partial \ln q_{x,V}}{\partial \ln g_s^2} = \frac{\partial \ln q_{x,V} \partial \xi_0}{\partial \ln g_s^2}
\]
\[ d_0 = \frac{1}{2} \frac{\partial \ln q_{x,v}}{\partial \ln g^2} = \frac{1}{2} \frac{\partial \ln q_{x,v}}{\partial \zeta_0} \frac{\partial \zeta_0}{\partial \ln g^2} \]  

(C.74)

Equations III.50 and III.51 may be used to evaluate \( \bar{s} \) and \( \bar{d} \), respectively.\(^1\)

**Convolution Procedure**  
The convolution procedure has been discussed in Chapter III and therefore needs no further description. One evaluates \( q_{x,v} \) by an actual determination of the coefficient of \( \zeta^x \) in the generating function C.17, using the convolution formula III.45. Configurational parameters are obtained as described in equations III.46 to III.51.

**Results and Discussion**  
A comparison of the values for \( q_{x,v} \) (on a per residue basis) obtained by the above three methods is presented in Table VI. The residue partition function decreases with increasing chain length, gradually approaching the value calculated for infinite chains by the method of sequence-generating functions. In the latter, the special properties of the free ends have been neglected entirely. Additional configurations are possible when free ends are included, causing an increase in the residue partition function. This increase is largest for shorter chains whose ends form a larger fraction of the total number of segments. The results obtained by the method of steepest descents are not changed markedly by the use of equation C.70 rather than C.71, and the disparity between these two approximations is less for the longer ligands, as expected. The close agreement be-

\(^1\)The factor of one-half appears in equation C.74 because there are two ends per ligand.
### Table VI

Vertical Partition Function

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1st$^2$</td>
<td>2nd$^3$</td>
</tr>
<tr>
<td>$-kT$</td>
<td>$\infty$</td>
<td>1.2980</td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td></td>
<td>1.2981</td>
<td>1.2981</td>
</tr>
<tr>
<td>1000</td>
<td></td>
<td>1.2985</td>
<td>1.2984</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>1.3029</td>
<td>1.3022</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>1.3077</td>
<td>1.3065</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>1.3135</td>
<td>1.3121</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>1.3120</td>
<td>1.3189</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1.3327</td>
<td>1.3362</td>
</tr>
<tr>
<td>$-2kT$</td>
<td>$\infty$</td>
<td>2.0192</td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td></td>
<td>2.0193</td>
<td>2.0193</td>
</tr>
<tr>
<td>1000</td>
<td></td>
<td>2.0196</td>
<td>2.0195</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>2.0229</td>
<td>2.0222</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>2.0264</td>
<td>2.0251</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>2.0308</td>
<td>2.0291</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>2.0356</td>
<td>2.0340</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>2.0473</td>
<td>2.0483</td>
</tr>
</tbody>
</table>

$^1$Values listed represent $\frac{1}{x} \ln q_{x,V}$ calculated by the methods indicated.

$^2$Calculated from equation C. 71.

$^3$Calculated from equation C. 70.
tween the results of the steepest descents procedure and the exact, convolution method (even for the shortest ligands for which the residue partition function was calculated by both procedures) testifies to the validity of the approximations made in the former method. The agreement improves as $\epsilon$ becomes more negative, since the absolute value of the integrand of equation C.52 drops off more sharply upon moving away from the point $\zeta_0$.

The configurational parameter of most interest is $\bar{\theta}$, the average fraction of ligand segments adsorbed, because its variation with the Boltzmann factor, $f$, is formally similar to the helix-coil transition in biopolymers (reviewed by Poland and Scheraga, 1970)\textsuperscript{1} and order-disorder phenomena in general. Thus, a plot of $\bar{\theta}$ vs. $\ln f$ exhibits a "transition," as shown in Figure 40.\textsuperscript{2} Curves are presented for both an infinite chain and a chain of 20 segments (calculated by the method of sequence-generating functions and the convolution procedure, respectively). The "transition" for the infinite chain is considerably sharper than that for the ligand of 20 segments, since states of intermediate $\bar{\theta}$ are more important when the special properties of the ends are included.\textsuperscript{3} A similar dependence on the chain length has been found

\textsuperscript{1}In the helix-coil transition, $\bar{\theta}$ corresponds to the average fraction of segments in the helical state.

\textsuperscript{2}In experimental and theoretical studies of helix-coil transitions, variations in energy correspond to changes in temperature or solvent.

\textsuperscript{3}A sharp cut-off in the $\bar{\theta}$ vs. $\ln f$ curve for infinite chains is observed at $\ln f \approx 0.3$, since real roots $\zeta_1$ for equation C.45 are possible only when $\ln f$ is greater than this critical value.
Figure 40. The variation in $\bar{\theta}$, the average fraction of ligand segments adsorbed, with $\ln f$, the logarithm of the Boltzmann factor, for the ligands $x=\infty$ (-) and $x=20$ (---), calculated by the method of sequence-generating functions and the convolution procedure, respectively. The quantity $\ln f$ is directly proportional to the energy of the site-segment interaction.
both theoretically and experimentally for helix-coil transitions in bio-
polymers. In the latter, however, the transitions are in general much
sharper than those observed here, because the formation of a helical
region is a cooperative process.¹

¹For example, in the polynucleotides, favorable interactions between
adjacent helical segments are possible for helical sequences which
exceed one residue in length.
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